Conditional Normalizing Flow-based Generative Model for Zero-Shot Recognition
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Abstract—Most existing studies on zero-shot recognition (ZSR) are typically about learning a shared embedding space to allow comparison of class prototypes by using nearest-neighbor methods, which suffer from hubness and bias problem. Recent studies attempted to directly synthesize samples of unseen classes by using generative model and have not encountered the aforementioned problems. However, their performance is limited by the inherent problems of VAE and GAN, such as reconstruction loss, mode collapse and unstable training procedure. In this paper, we explore and exploit a novel architecture of the generative model for ZSR, referred to as conditional normalizing flow-based generative model (CNFG). The proposed model consists of a cascade of affine couple transformations and can capture the low-distribution modes of real data density by virtue of its stable and exact log-likelihood maximum training procedure. Extensive experiments and result comparisons of 5 benchmarks have indicated that the normalizing flow-based model is superior to other generative models for ZSR in generalized settings.
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I. INTRODUCTION

Zero-shot recognition (ZSR) is a learning paradigm that attempts to recognize one object without any or with zero annotated data of the object in the training set. Motivated by the learning paradigm of human cognition, ZSR uses auxiliary semantic information of the category to train an effective model, which is required to correctly recognize not only the categories that appear in the training set (seen class) but also those that do not appear in the training set (unseen class). The key point of ZSR is to effectively explore and leverage the semantic knowledge of category that are shared between the seen and unseen class. Early studies on ZSR have mainly focused on the identification of a discriminative semantic representation of categories, such as semantic attributes or word embedding of labels. Leveraging these semantic knowledge, a mapping function from a visual/semantic embedding space to a shared embedding space is learned in the training set and then applied to the testing set. The data distribution of the two domains considerably vary. Thus, several intrinsic problems of the existing mapping-based methods are encountered.

Hubness Problem: [1] has theoretically and empirically demonstrated that hubness curse is an intrinsic characteristic of data distribution density in a high-dimensional space. That is, some hub vector points, which are not similar to other vector points, may be near many other points in a high dimensional space if measured using the nearest-neighbor search methods. The category label in the paradigm of mapping-based ZSR methods is determined by using the nearest-neighbor classifier to identify the most similar class prototype in the shared embedding space. Thus, [2] argue that the hubness problem also severely pollute the existing zero-shot method.

Domain Shift and Bias Problem: [3] argue that the mapping function, which is learned from the seen class, is often biased when applied directly to the unseen class because of disjoint classes and the inconsistent manifestation of visual attributes between training and testing data. This occurrence is referred to as the projection domain shift problem. Coincidentally, [4] also empirically show that the learned mapping function does not perform well in the generalized setting because mapping functions are biased either toward the seen class or the unseen class.

Generative models have recently shown great potential for ZSR and have not encountered the aforementioned problems. These generative model-based ZSR methods attempted to synthesize samples of unseen classes conditioned by the semantic information by using variational autoencoder (VAE) or generative adversarial network (GAN) and cast zero-shot problem as a traditional supervised recognition problem. In this present study, we introduce a novel architecture of the generative model for ZSR, referred to as conditional normalizing flow-
based generative model (CNFG), which consists of a cascade of affine couple transformations and can capture the low-distribution modes of real data density by virtue of its stable and exact loglikelihood maximum training procedure.

To summarize, the main contribution of this study is threefold.

1) To the best of our knowledge, we are the first to explore and exploit the normalizing flow-based generative model to synthesize unseen data for ZSR problem.

2) We theoretically analyze and derive the formula of our proposed model and argue that our model can capture the low-distribution mode from real data density.

3) We also conduct extensive experiments and comparisons on 5 benchmarks, which shown that the normalizing flow-based generative model is superior to other generative models for ZSR in generalized settings.

II. RELATED WORK

Most existing studies on ZSR are typically about learning a shared embedding space to allow comparison of class prototypes by using nearest-neighbor methods. The pioneering work [5] is the first to propose embedding each class label into the space of attribute vector and cast earlier attribute-based multi-task learning as a label-embedding problem. ESZSL [6] argue that existing approaches to ZSR are highly sophisticated and propose a simple but effective compatibility function to model the relationship between visual embedding and attribute vector by explicitly regularizing the objective function. Prompted by the encoder-decoder paradigm, SAE [7] present a novel architecture consisting of two components. The encoder is responsible for projecting a visual representation into the semantic space similar to most existing ZSR models, and an additional decoder performs the reconstruction from a semantic representation to the visual space. Instead of embedding into a semantic space, DEM [8] propose to use the visual embedding space as the shared embedding space, which less frequently encounters the hubness problem. [9] innovatively introduce graph convolutional network (GCN) for predicting the class visual prototype by using both semantic embedding and the categorical relationships, with semantic embedding as input and visual embedding space as the shared embedding space.

Moreover, generative models have recently shown great potential for ZSR. GAMM [10] compare four different architecture of conditional data generators and emphasize the importance and efficiency of aligning the distributions of real and fake data by using explicit measure metric of distribution discrepancy, such as the KL divergence and maximum mean discrepancy. CVAE [11] uses the vanilla conditional variational auto-encoder (cVAE) model to directly generate samples conditioned by the given attribute representation for the class. SE-GZSL [12] further introduce a feedback-driven mechanism for cVAE architecture, which is coupled with a multivariate regressor to learn a projection from the cVAE decoder output to the representation of attributes that help increase the discriminative nature of the generated data. f-CLSWGAN [13] enhances Wasserstein GAN by adding a classification loss to the original generator loss for ZSR and enforces the model to generate sufficient image features that are more suitable for training a final multi-modal classifier. Inspired by cycle consistency loss, [14] introduces a multi-modal cycle consistency loss term that enforces better reconstruction from the generated visual representations back to semantic embedding. Using cycle consistency loss and dual adversarial loss, [15] also proposed a novel model, referred to as GDAN, which combines visual-to-semantic projection, semantic-to-visual projection and a metric learning module in a unified framework and boosts the performance of ZSR. GMN [16] equip a conditional GAN with the gradient matching loss, which can measure the quality of the gradient signal acquired from the synthesized samples.

III. PRELIMINARY

Estimating the underlying distribution density \(\tilde{p}(x)\) of the dataset \(X\) is a classical challenging task in machine learning. To learn the most representative generative model, the KL divergence between real distribution \(p(x)\) and estimation distribution \(q(x)\) has to be minimized

\[
\text{KL}(\tilde{p}(x) \parallel q(x)) = \int p(x) \log \frac{\tilde{p}(x)}{q(x)} dx
\]

or equivalently, maximizing the likelihood function \(E_{x \sim \tilde{p}(x)} \log q(x)\).

The basic idea of the modern generative model is to introducing a latent variable \(z\) and then convert \(q(x)\) into an integral formula of the following distribution

\[
q(x) = \int q(x, z) dz = \int q(z)q(x | z) dz
\]

where the prior distribution \(q(z)\) of the latent variable \(z\) can be set as a common distribution density, such as the standard Gaussian density. The conditional distribution \(q(x | z)\) presents a generative procedure, which can be conditional Gaussian density or Fermi-Dirac density.

However, the integral Formula (2) is intractable to optimization. Instead of minimizing \(\text{KL}(\tilde{p}(x) \parallel q(x))\), VAE introduce a posterior distribution \(p(z | x)\), referred to as the encoder procedure, and descend to minimize the KL divergence of the joint distribution density

\[
\text{KL}(p(x, z) \parallel q(x, z)) = \text{KL}(\tilde{p}(x)p(z | x) \parallel q(x, z)q(x | z))
\]
\[
= \int \hat{p}(x)p(z|x) \log \frac{\hat{p}(x)p(z|x)}{q(x)} \, dz \, dx \\
= E_{x \sim \hat{p}(x)} \left[ \int p(z|x) \log \frac{p(z|x)}{q(x)} \, dz \right] \\
= E_{x \sim \hat{p}(x)} [E_{x \sim \hat{p}(x)} [- \log q(x|z)] + KL(p(z|x) \parallel q(z))] 
\]

which is an upper bound of \( KL(\hat{p}(x) \parallel q(x)) \) and is usually easy to calculate. The first item of Formula (3) is the reconstruction loss, and the second item is the KL loss of VAE. One of the problems of VAE is that the generated images are usually blurry. Owing to the Gaussian assumption of \( p(z|x) \) and the upper bound of optimization, the representation ability of VAE is restricted. Moreover, [11] indicate that the generated image features of VAE are unimodal, which means that VAE cannot capture the low-distribution modes of the real probability distribution density.

The normalizing flow-based invertible generative models take a different way, which supposes the conditional distribution \( q(x|z) \) as a Fermi-Dirac density

\[
q(x|z) = \delta(x - G^{-1}(z)) 
\]

and tackle the aforementioned integral Formula (1) directly by a well-designed \( G(z) \), which needs to ensure not only the invertibility

\[
x = G^{-1}(z) \iff z = G(x)
\]

but also, the tractable computability of Jacobian determinant

\[
\frac{\partial G(x)}{\partial x} 
\]

If we set the prior distribution \( q(z) \) as a standard multivariate Gaussian density

\[
q(z) = \frac{1}{(2\pi)^{D/2}} e^{-\frac{1}{2} \|z\|^2} 
\]

estimation distribution \( q(x) \) can be inferred by the integral transformation under the assumption of what \( G(z) \) is invertible

\[
q(x) = q(G(x)) = \frac{1}{(2\pi)^{D/2}} e^{-\frac{1}{2} \|G(x)\|^2} \frac{\partial G(x)}{\partial x} 
\]

whose logarithmic form is

\[
\log q(x) = -\frac{D}{2} \log(2\pi) - \frac{1}{2} \|G(x)\|^2 + \log \frac{\partial G(x)}{\partial x} 
\]

which is the objective function of the normalizing flow-based invertible generative model. The invertibility is to satisfy the generative procedure, and the tractable computability of the Jacobian determinant is to facilitate the calculation of the loss function. To meet the requirements, the strategy of the normalizing flow-based invertible generative model is to use affine coupling blocks to construct \( G(x) \). The method is presented in detail in the following section.

### IV. APPROACHES

Our goal is to directly synthesize samples of unseen classes by explicitly modeling the underlying distribution of training data by using a powerful CNFG model. We can then train an ordinary supervised learning classifier by using synthesized unseen data and real seen data. The classifier can be any off-the-peg model, such as support vector machine (SVM) and SoftMax classifier. The overall pipeline of our model is illustrated in Figure 1.

#### A. Affine coupling block

The affine coupling block is the basic module of CNFG model, which was proposed by NICE [17] and popularized by Glow [18]. It is a combination of additive coupling block and multiplicative coupling block. An affine coupling block first splits the input \( x_m \) into \( x_1 \) and \( x_2 \) and then transforms \( [x_1, x_2] \) into \( [h_1, h_2] \) by applying the affine coupling transformation

\[
h_1 = x_1 \\
h_2 = x_2 \otimes \exp(m_2(x_1)) + a_2(x_1)
\]

whose inverse is

\[
x_1 = h_1 \\
x_2 = (h_2 - a_2(h_1)) \otimes \exp(m_2(x_1))
\]

and the lower triangular Jacobians matrix is

\[
\frac{df}{dx} = \begin{pmatrix} 1 & \frac{\partial m_2}{\partial x_2} & \frac{\partial a_2}{\partial x_1} \\ \text{em} \otimes \frac{\partial m_2}{\partial x_1} & \text{em} \otimes \frac{\partial a_2}{\partial x_1} & \text{em} \end{pmatrix}
\]

where \( \text{em} = \exp(m_2(x_1)) \).

To improve the nonlinearity of transformation, [19] extends the affine coupling block by introducing a more complex affine transformation

\[
h_1 = x_1 \otimes \exp(m_1(x_2)) + a_1(x_2) \\
h_2 = x_2 \otimes \exp(m_2(h_1)) + a_2(h_1)
\]

The conditional variant of the affine coupling block was first proposed by cINN [20]. Since the sub-transformation \( m_i(x) \) and \( a_i(x) \) of each affine coupling block is not inverted, cINN concatenates the conditional information \( c \) to the input of the sub-transformation and does not violate the assumption of invertibility. We can obtain the conditional affine coupling transformation by simply replacing \( m_i(x) \) and \( a_i(x) \) with \( m_i(x, c) \) and \( a_i(x, c) \) in Formula (13), respectively. The pipeline of the conditional affine coupling block is presented in Figure 2.

#### B. Architecture of our model

Our model is built on the principle of the conditional affine coupling transformation. The overall pipeline of the proposed model is presented in detail in Figure 1. Specifically, several

### TABLE I. STATISTICS OF FIVE BENCHMARKS

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Total class</th>
<th>Seen class</th>
<th>Unseen class</th>
<th>Total instance</th>
<th>Train instance</th>
<th>Test instance (unseen/seen)</th>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>AwA1</td>
<td>50</td>
<td>40</td>
<td>10</td>
<td>30475</td>
<td>19832</td>
<td>5685/4958</td>
<td>85</td>
</tr>
<tr>
<td>AwA2</td>
<td>50</td>
<td>40</td>
<td>10</td>
<td>37332</td>
<td>23527</td>
<td>7913/5882</td>
<td>85</td>
</tr>
<tr>
<td>CUB</td>
<td>200</td>
<td>150</td>
<td>50</td>
<td>11788</td>
<td>7057</td>
<td>2679/1764</td>
<td>312</td>
</tr>
<tr>
<td>SUN</td>
<td>717</td>
<td>645</td>
<td>72</td>
<td>14340</td>
<td>10320</td>
<td>1440/2580</td>
<td>102</td>
</tr>
<tr>
<td>aPY</td>
<td>32</td>
<td>20</td>
<td>12</td>
<td>15339</td>
<td>5932</td>
<td>7924/1483</td>
<td>64</td>
</tr>
</tbody>
</table>
conditional affine coupling blocks can be cascaded and constructed into a more complex and powerful generative model, referred to as conditional normalizing flow-based generative model (CNFG). Suppose each affine coupling transformation denoted as $f_i$, where $i = 1, 2, \ldots, n$, then we can obtain a composite function

$$ z = f_n(h^{(n)}, c) = f_n(f_{n-1}(h^{(n-1)}, c)) = \ldots = f_1(f_{1-1}(\ldots f_0(x, c) \ldots)) = G(x, c) $$

(14)

which is the conditional variant of the well-desired $G(x, c)$ in Formula (4). We generally denote the encoding procedure of the CNFG model as $G(x, c; \theta)$. The inverse or decoding procedure of the network is denoted as $G^{-1}(x, c; \theta)$, representing the generative procedure. Our goal is to optimize the network parameters $\theta$ by maximizing the logarithmic form of $q(x)$ in Formula (9). The Jacobian matrix of affine coupling transformation strictly adheres to the lower or upper triangular form, as seen in Formula (12) and we can view it as a constant

$$ \frac{df}{dx} = c $$

(15)

The partial derivative with respect to $x$ of $G(x, c)$ is also a constant $C$.

$$ \frac{\partial G(x, c)}{\partial x} = \frac{\partial f_n}{\partial f_{n-1}} \cdot \frac{\partial f_{n-1}}{\partial f_{n-2}} \ldots \frac{\partial f_0}{\partial x} = C $$

(16)

Thus, the objective function log $q(x, c)$ in Formula (9) can be simplified as

$$ \log q(x, c) = -\frac{1}{2}\|G(x, c)\|^2 + C $$

(17)

The maximum log likelihood $E_{x \sim p(x)} \log q(x, c)$ is equal to the minimum of $1/2 \|G(x, c)\|^2$. Finally, the maximum likelihood training procedure can be implemented by simply minimizing the mean square value of $z = G(x, c)$.

**Encoder procedure:** We first extract all image features from real image instances by using the pre-trained ResNet101, then designate the 2048-dim image features $x$ of the seen class and the corresponding attributes vector $c$ as the inputs of the CNFG model. The input image feature $x$ is transformed into the latent variable $z$ via 12 conditional affine coupling blocks. The optimization objective is to minimize the mean square of $z$.

**Decoder procedure:** Once the generative model is learned, we can sample the latent variable $z$ from the multivariate Gaussian density and then combine $z$ with the attribute vector $c$ of the unseen/seen class as the inputs of the generative model. The output is the synthesized instance of the corresponding class. We can generate any number of instances for the unseen/seen class because the data distribution of the latent variable $z$ and the attribute vector $A$ of the seen/unseen class is already known.

**Classification procedure:** With the "pseudo" annotated data, an off-the-peg supervised classification model can be trained. In the proposed model, we use the SVM as the final classifier. In the generalized setting, the classifier is biased toward the seen class to a certain extent if we only use the original annotated instance of the seen class and the synthesized instance of the unseen class. Thus, we augment the original annotated instance of the seen class with the synthesized instance of seen class as well.

**V. EXPERIMENT**

We present experiments on the five publicly released benchmarks: Animals with Attributes 1 (AWA1) [21], Animals with Attributes 2 (AWA2) [22], Caltech-UCSD Birds 200 (CUB) [23], SUN attribute database (SUN) [24] and aPascal & aYahoo (aPY) [25]. The statistical data for these benchmarks is listed in Table I. In accordance with [22], we use the harmonic mean average accuracy of the seen and unseen class in the testing set as the evaluation metric, which is defined as

$$ H = 2 \cdot \frac{acc_{\text{seen}} \cdot acc_{\text{unseen}}}{acc_{\text{seen}} + acc_{\text{unseen}}} $$

(18)

where $acc_{\text{seen}}$ and $acc_{\text{unseen}}$ represent the average accuracy of the seen and unseen class, respectively. We realize our model

<table>
<thead>
<tr>
<th>Method</th>
<th>SUN</th>
<th>CUB</th>
<th>AWA1</th>
<th>AWA2</th>
<th>aPY</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONSE</td>
<td>6.8</td>
<td>39.9</td>
<td>11.6</td>
<td>1.6</td>
<td>72.2</td>
</tr>
<tr>
<td>CMT</td>
<td>8.1</td>
<td>21.8</td>
<td>11.8</td>
<td>7.2</td>
<td>49.8</td>
</tr>
<tr>
<td>DAP</td>
<td>4.2</td>
<td>25.1</td>
<td>7.2</td>
<td>1.7</td>
<td>67.9</td>
</tr>
<tr>
<td>IAP</td>
<td>1.0</td>
<td>37.8</td>
<td>1.8</td>
<td>0.2</td>
<td>72.8</td>
</tr>
<tr>
<td>SSE</td>
<td>2.1</td>
<td>36.4</td>
<td>4.0</td>
<td>8.5</td>
<td>46.9</td>
</tr>
<tr>
<td>DEVISE</td>
<td>16.9</td>
<td>27.4</td>
<td>20.9</td>
<td>23.8</td>
<td>53.0</td>
</tr>
<tr>
<td>SIE</td>
<td>14.7</td>
<td>30.5</td>
<td>19.8</td>
<td>23.5</td>
<td>59.2</td>
</tr>
<tr>
<td>LATEM</td>
<td>14.7</td>
<td>28.8</td>
<td>19.5</td>
<td>15.2</td>
<td>57.3</td>
</tr>
<tr>
<td>ALF</td>
<td>21.8</td>
<td>33.1</td>
<td>26.3</td>
<td>23.7</td>
<td>62.8</td>
</tr>
<tr>
<td>SAE</td>
<td>8.8</td>
<td>18.0</td>
<td>11.8</td>
<td>7.8</td>
<td>54.0</td>
</tr>
<tr>
<td>SYG</td>
<td>7.9</td>
<td>43.3</td>
<td>12.4</td>
<td>11.5</td>
<td>70.9</td>
</tr>
<tr>
<td>ESZLS</td>
<td>11.0</td>
<td>27.9</td>
<td>15.8</td>
<td>12.6</td>
<td>63.8</td>
</tr>
<tr>
<td>GFPZSL</td>
<td>0.0</td>
<td>39.6</td>
<td>0.0</td>
<td>0.0</td>
<td>45.7</td>
</tr>
<tr>
<td>CVAE</td>
<td>-</td>
<td>-</td>
<td>26.7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SE-GZSL</td>
<td>30.5</td>
<td>40.9</td>
<td>34.9</td>
<td>53.3</td>
<td>41.5</td>
</tr>
<tr>
<td>GMNN</td>
<td>37.7</td>
<td>39.7</td>
<td>38.7</td>
<td>59.9</td>
<td>49.1</td>
</tr>
<tr>
<td>CNFG (ours)</td>
<td>41.2</td>
<td>43.6</td>
<td>42.3</td>
<td>62.3</td>
<td>47.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>SUN</th>
<th>CUB</th>
<th>AWA1</th>
<th>AWA2</th>
<th>aPY</th>
</tr>
</thead>
<tbody>
<tr>
<td>$acc_{\text{seen}}$</td>
<td>69.5</td>
<td>57.4</td>
<td>62.8</td>
<td>0.8</td>
<td>0.0</td>
</tr>
<tr>
<td>$acc_{\text{unseen}}$</td>
<td>58.1</td>
<td>63.2</td>
<td>66.8</td>
<td>31.0</td>
<td>42.3</td>
</tr>
</tbody>
</table>
with the deep learning framework Keras. Specifically, we construct CNFG model with 12 affine couple blocks. Each affine couple block consists of the Shuffle, Split, Concat, AffineCouple and Subnetworks modules. The Shuffle module first disrupts the order of the input vector for fully mixing the information and increasing the nonlinearity of transformation. The Split and Concat modules are responsible for dividing the input x into two parts before affine transformation and reassemble it back after affine transformation. The AffineCouple module is implemented with the corresponding subnetworks \( a_t \) and \( m_t \) by using a multilayer perceptron with 3 or 5 hidden layers and receiving the attribute vector directly as conditional information. The hidden layers have 1,024 units that are half the dimension of the image features. All multilayer perceptron subnetworks use ReLU activation function and appropriate dropout layers to avoid over-fitting. In the training procedure, we use Adam as our optimizer with the hyper-parameters learning rate = 0.001 and momentum = (0.9, 0.999).

### A. Results Analysis

In accordance with [22], we randomly divide all seen class instances into 80% and 20% parts in the class level for the generalized setting. The two parts are denoted as \( X^{\text{train}}_{\text{seen}} \) and \( X^{\text{test}}_{\text{seen}} \), respectively. We train our generative model on the training set \( D^{\text{train}}_{\text{seen}} \), which consists of \( X^{\text{train}}_{\text{seen}} \) and the corresponding attributes representation \( A^{\text{train}}_{\text{seen}} \), then synthesize the pseudo instance of the seen and unseen classes by using our trained generative model and denoting them as \( X^{\text{seen}}_{\text{pseudo}} \) and \( X^{\text{unseen}}_{\text{pseudo}} \), respectively. We finally combine these pseudo instances with the original seen data \( X^{\text{train}}_{\text{seen}} \) to fit a multi-class linear SVM as the final classifier. Once the final classifier is fitted, we evaluate the performance of the fitted classifier on \( X^{\text{test}}_{\text{seen}} \) and \( X^{\text{test}}_{\text{unseen}} \) using average accuracy metric and denoting them as \( acc^{\text{seen}}_{\text{avg}} \) and \( acc^{\text{unseen}}_{\text{avg}} \). Naturally, we calculate the harmonic mean value by using Formula (18) and present all \( acc^{\text{seen}}_{\text{avg}} \), \( acc^{\text{unseen}}_{\text{avg}} \) and \( H \) scores on each dataset, as seen in Tables II.

Table II shows that the family of mapping-based methods have pervasive higher \( acc^{\text{unseen}}_{\text{avg}} \) scores and lower \( acc^{\text{seen}}_{\text{avg}} \), \( H \) scores. These results demonstrate that the bias problem prevails in mapping-based ZSR methods, and those methods are not suitable for the generalized ZSR setting. Meanwhile, the family of ZSR methods based on the generative model made a good tradeoff between \( acc^{\text{seen}}_{\text{avg}} \) and \( acc^{\text{unseen}}_{\text{avg}} \). The proposed CNFG model improves over the mapping-based method by 25% on AWA1/AWA2 benchmark and achieves the significant performance on the other benchmarks. We attribute this improvement to the efficiency of the generative model at capturing the underlying distributions. We also compare the proposed model with recent state-of-the-art methods based on the generative models. As shown in the bottom area of Table II, the proposed method outperforms most of the ZSR methods that are based on VAE or GAN. This difference in performance is attributed to the following: 1) the VAE and GAN have their own inner limitations, which are stated in Section III. 2) the proposed models can capture some low-distribution modes of real data density by virtue of its stable and exact log-likelihood maximum training procedure.

### B. Number of Synthesized Instances

Although we can synthesize any number of instances for each class by using the generative model, it is inadvisable to arbitrarily generate large amounts of synthesized instances. In this section, we conduct several control experiments to evaluate the effects of NUM on the final classifier, which denotes the number of synthesized instances per class. We generate 7 different numbers of synthesized instances for each class by using the trained CNFG model. Specifically, we generate [15, 35, 55, 100, 150, 250, 350] instances per class for the CUB, SUN, and dPY datasets, as well as [100, 200, 300, 400, 600, 800, 1000] instances per class for the AWA1/AWA2 dataset, which is the large-scale dataset on the basis of the number of instances per class. The result is shown in Figure 3. Observation based on Figure 3 include the following: 1) With an increase in the
number of synthesized instances, the average accuracy of the unseen class $acc^{unseen}_{avg}$ improves significantly for all datasets. This increase is expected because there are no instances of the unseen class exist in the beginning. By contrast, this evident improvement demonstrates that the synthesized unseen data are very close to the real testing data of the unseen class. Thus, this increase also indirectly proves the generative ability of the proposed model. 2) As the number of synthesized instances increases, the average accuracy of the seen class $acc^{seen}_{avg}$ mildly decreases in the testing set. This result is expected because the final classifier is trained on an increasing number of synthesized unseen data. The higher $acc^{seen}_{avg}$ may be irregular in the beginning, given that the final classifier is unintentionally biased toward the seen class. 3) The harmonic mean score $H$ first increases rapidly but does not improve substantially upon reaching certain level because the $acc^{seen}_{avg}$ score and $acc^{unseen}_{avg}$ scores change in opposite directions with an increase in the number of synthesized instances. Thus, synthesizing numerous instances is unnecessary.

C. Data Augmentation

In the generalized setting, we can fit the final classifier by merely using synthesized unseen data and original seen data or augment original seen data with synthesized seen data. To evaluate the effectiveness of data augmentation, we trained two different models for each benchmark with or without augmented seen data in the generalized setting. As shown in Figure 4, the accuracy of the seen class $acc^{seen}_{avg}$ is apparently higher than that of the unseen class $acc^{unseen}_{avg}$ if we train the final classifier only on original seen data and synthesized unseen data. This mean that the final classifier is biased toward the seen class to a certain extent. The gap between the $acc^{seen}_{avg}$ and $acc^{unseen}_{avg}$ scores has been alleviated in the case of data augmentation. The improvement is explained by the fact that the synthesized unseen data enlarging the decision space of SVM not only for the seen class but also for the unseen class.
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