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Abstract—Sentiment analysis of online reviews has been an important task in online shopping and electronic commerce to understand customers’ opinions and behavior. Generally, customers can express their opinions by posting comments and uploading images, therefore online reviews can be regarded as the combination of a textual document and a few related images. Images may not contain obvious sentimental information, but the visual aspects of images can augment the sentiment information of textual comments. Thus, it is a better way to consider both textual comments and visual images in sentiment analysis of online reviews. Following this idea, in this paper, we propose a hierarchical attention network that combines visual aspect attention, sentence attention, and self-attention to provide effective sentiment analysis of online reviews. With this mechanism, we can model the interactions among words within one sentence as well as the interactions between sentences in a review. We conduct experiments on a dataset about online restaurant reviews from Yelp.com and compare our model with five existing models. The results suggest the superiority of our proposal.
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I. INTRODUCTION

The sentiment analysis of web data has been a widely-studied topic [1-5]. Sentiment analysis aims to detect the sentimental polarity, e.g., positive or negative, which is represented by the underlying data. Sentiment analysis is helpful for many web-based applications such as online reviews analysis, product recommendation, and personalized search. For example, in E-commerce platforms, vendors can know the public opinion toward a new product by analyzing the sentimental polarity of online reviews, which can be taken as the basis of market-promoting decisions.

Sentiment analysis used to be a research field in natural language processing, where the sentiment of a document is to be classified into different classes (e.g., positive, negative, and neutral), or a scaling factor (e.g., 1 to 5) is used to measure users’ sentiment [2]. Researchers have proposed various ways to extract textual features, which are used as input for supervised learning. The recent works were mostly based on deep neural networks [3-5], which are proven to be highly effective for fitting nonlinear functions.

However, traditional sentiment analysis of online reviews mainly focused on the textual information and highly relied on natural language processing techniques. On the other hand, many E-commerce or online shopping sites have allowed users to post images as part of reviews. Visual images can contain complementary information that is highly connected to the textual information in a review. Thus, in this paper, we aim to figure out the sentiment of online reviews that involve both textual comments and images. One challenge is that images may only contain some objects but no explicit sentiment words like “great” and “wonderful”. For example, an image may only show some food on the table in a restaurant. Thus, using visual features directly for sentiment analysis is not effective for online reviews. We noted that in many cases, the attached images in a review usually reflect the main topic of the review. For example, when a person wrote a review about a restaurant, if he posted an image of his meal, it was likely that his review mainly expressed his opinions about food. On the other side, if the image was about the surrounding environment, then we could assign high weights to the restaurant environment related texts in the textual part, which was expected to achieve high accuracy of the sentiment analysis of online reviews.

Following the above idea, we propose to use visual images and the attention mechanism to enhance the performance of sentiment analysis on textual reviews. For image analysis, we propose to adopt visual aspect attention [6], which can help each sentence to find some “aspects” that appear in an image and align the semantic information in the text with visual information in the image. Figure 1 shows an example of Yelp restaurant review, two images on the right of the document describe drinks and tater tots separately, while two related sentences state that the drinks are not good and the tater tots are fine. The visual aspect attention can bridge the gap between the visual part in the images with the aspect words in the textual reviews.

On the other hand, there are some limitations for visual aspect attention. As Fig. 2 shows, the content of two images is curry, fried chicken, and the beef soup, which are referred as
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sentiment analysis is attention based deep learning systems. We focus on the sentiment of the whole document instead of producing prediction for relevant aspects in images.

Recent works show that sentiment analysis can use information from more than one modality, e.g., text, acoustic, image, which is referred to as multimodal sentiment analysis, while this paper tries to work out sentiment analysis of online reviews involving text and image. Katsurai et al. [3] proposed mapping textual, and sentiment views into the latent embedding space, then mining correlations among these features. The visual features can be learned from color histograms of images and this method achieved success on Flickr dataset and Instagram dataset. Zhang et al. [4] tried to solve sentiment analysis on microblogging by integrating text features and image features into multiple kernel learning. You et al. [5] proposed to extract visual features with CNN and extract textual features from an unsupervised language model by learning distributed representations for documents and paragraphs, then to fuse these two modalities.

Truong et al. [6] proposed to incorporate images as attention for review-based sentiment analysis. They adopted an architecture of word encoder and sentence encoder, and used visual aspect attention to decide the weight of each sentence. Karpathy et al. [7] proposed a combination of CNNs over image regions, bidirectional RNNs, and a structured objective to align language and visual data into a multimodal embedding. Peng et al. [14] proposed using a visual-textual bi-attention mechanism for visual-textual alignment, their model tries to learn multi-level visual-textual correlation for enhancing the matched pairs of different media types. Xu et al. [8] proposed using soft deterministic attention and hard stochastic attention for image captioning. Lu et al. [9] proposed a model for name tagging in multimodal social media based on visual attention that provides deeper visual understanding of the decisions of the model. Lu et al. [10] proposed a mechanism that jointly reasons visual attention and question attention for visual question answering.

Differing from existing studies, in this paper we propose a hierarchical attention network that combines visual aspect attention, sentence attention, and self-attention, which can model the inter-word correlations among texts as well as the interactions between texts and images.

III. ARCHITECTURE OF THE HIERARCHICAL ATTENTION NETWORK

Reviews are comprised of a collection of documents \( C \). Each document is a sequence of \( L \) sentences, \( s_i \), \( i \in [1, L] \). Each sentence consists of \( K \) words \( x_{ik} \), \( k \in [1, K] \). Each document has a set of \( N \) images \( g_j \in \{ g_1, g_2, \ldots, g_N \} \), the vector representation of each image is noted as \( e_j \). The goal of our study is to train a classification function to predict sentiment labels for unseen documents.

Our model is a four-layered hierarchical architecture, as shown in Fig. 3. The bottom layer is the self-attention layer that tries to encode each word vector. The next layer is the word encoding layer with soft attention that encodes word vectors into sentence vectors. The third layer is the sentence encoding layer with visual aspect attention. The top layer is the classification layer for the sentiment label.

The main difference of our model from previous models is that we present a layered attention mechanism based on visual

Figure 2. Example of deviation of images and texts.

“mediocre at best” in the first sentence, while the second sentence surrounded by a dashed green rectangle box indicated that the service was not good, but this was not directly reflected in the two images.

Briefly, this study aims to present a new method for the sentiment analysis of online reviews by combining visual aspect attention with sentence attention, yielding a hierarchical attention network model. The contributions of this study can be summarized as follows:

1. We propose a hierarchical attention network for online-review-oriented sentiment analysis, which can both process images and texts in a review to generate effective sentiment polarity. Specially, we adopt self-attention as the base encoding layer to capture the interactions among words with long distances for information augment. We also use the visual aspect attention

2. We present a dense layer to concatenate document representations generated by visual aspect attention and sentence attention to avoid the neglecting of some important sentences in sentiment analysis.

3. We conduct experiments on a real dataset about online restaurant reviews from Yelp.com and compare our model with various baselines. The experimental results show that our method can improve the sentiment recognition accuracy of reviews, and can generalize to other scenarios where images reflect the main content of texts.

The remainder of the paper is structured as follows. Section II provides a brief literature review on recent research progress. Section III describes the proposed model. Section IV reports the experimental results, and finally, we conclude the entire paper in Section V.

II. RELATED WORK

Previous works on sentiment analysis have focused on text classification [1], where variants of general classifying techniques are applied and deep learning also brings advancement. In recent years, neural networks like recurrent neural networks have achieved success by incorporating attention into natural language processing tasks, these models are usually hierarchical, e.g., word encoding and sentence encoding.

Dimension based sentiment analysis [2] means not to analyze the general sentiment of some document but to detect the sentiment of each dimension or aspect mentioned in the document. The state-of-the-art approach for aspect-level
aspect attention, sentence attention, and self-attention, to integrate the texts and images to enhance the effectiveness of sentiment analysis of online reviews. With our design, both textual and imaginal information of online reviews can be reflected in the sentiment analysis process. By using the hierarchical attention network, especially the self-attention method, we can model the inter-word correlations among texts as well as the interactions between texts and images, resulting in the performance improvement of sentiment analysis of online reviews.

A. Self-Attention

First of all, words must be transferred into embedding vectors as input for the model. We use an embedding matrix $W_e$ initialized from pre-trained word embedding models [17] to retrieve the embedding $x_{i,k}$ of each word $w_{i,k}$.

$$x_{i,k} = W_e w_{i,k}, k \in [1, K]$$ (1)

Self-attention is an important concept brought in the model Transformer [15] that helped improve the performance of neural machine translation applications. As shown in Fig. 4, self-attention tries to encode representations of other relevant words into the current one being processed, while the relevance degree varies for different words. We use this method to put word interactions into word embedding vectors. For each word, we create a query vector $Q$, a key vector $K$ and a value vector $V$. The input of this layer is a sentence matrix composed of word vectors. There are three parameter matrices $W^Q$, $W^K$, $W^V$ which are initialized randomly and updated during the training process.

$$Q = X_i W^Q$$ (2)

$$K = X_i W^K$$ (3)

$$V = X_i W^V$$ (4)

In the self-attention layer, the calculation process of the output $Z$ includes dot product of $Q$ and $K$, division for scaling, softmax for normalization and getting the weighted sum of $V$.

$$Z_i = \text{softmax}(\frac{QK^T}{\sqrt{d}})V$$ (5)

The output vector of this layer, which will be used as the new word representation vector in the next layer, is the concatenation of original word vector $x_{i,k}$ and the vector $z_{i,k}$ generated by equation 5, as shown below.

$$y_{i,k} = [x_{i,k}, z_{i,k}].$$ (6)

B. Word Encoding

In this part of the architecture, we try to encode a sentence matrix of word embedding vectors into a sentence embedding vector. The input to this layer is the output of self-attention layer.

We choose bidirectional recurrent neural networks (RNN) [16] with GRU (Gated Recurrent Unit) cell to encode the word embedding sequence, whose output $h_{i,k}$ is the concatenation of $\overrightarrow{h}_{i,k}$ generated by the forward GRU and $\overleftarrow{h}_{i,k}$ generated by the backward GRU. This component is noted as Bi-GRU (Bidirectional GRU) in this paper. GRU is a variant of RNN that costs less computation price and solves the problem of long term dependency.

$$h_{i,k} = \text{Bi-GRU}(y_{i,k})$$ (7)

Words are not equally important, and attention helps to assign greater weight to more important words. We employ a soft attention mechanism [6] to distribute weights among words.

$$o_{i,k} = O^T \tanh (W_h h_{i,k} + b_h)$$ (8)

$$\alpha_{i,k} = \frac{\exp(o_{i,k})}{\sum_k \exp(o_{i,k})}$$ (9)

$$s_i = \sum_k \alpha_{i,k} h_{i,k}$$ (10)
We use a tangent function to project $h_{i,k}$ into its representation in the attention space. $O$ is a context vector randomly initialized and updated during training. It is used to multiply the projection for the relative importance $a_{i,k}$ of $h_{i,k}$. Then we use softmax as normalization to obtain attention weight $a_{i,k}$ of $h_{i,k}$. The embedding of sentence $s_i$ is represented as the weighted summation of all its word representations $h_{i,k}$ by attention weights $a_{i,k}$.

C. Visual Aspect Attention and Sentence Attention

This layer transfers the output of the word encoding layer into document-level representations using visual aspect attention and sentence attention, assigning greater weight to more salient sentences. We still use Bi-GRU taking sentence $s_i$ as input to generate forward hidden states vector $\tilde{h}_i$ and backward hidden states vector $\tilde{h}_i$ and concatenate them as the output vector $h_i$.

$$h_i = \text{Bi-GRU}(s_i)$$

We take semantic connections between images and text as attention for sentences. A document is usually attached with several pictures, which are associated with sentences with varying degrees.

First, we need to encode visual images and VGG convolutional neural networks [18] have proven effective for learning image presentations in many similar situations. We employ VGG-16 to process image $g_j$ and take the output of the last fully-connected layer (FC7) as the image representation $e_j$.

$$e_j = \text{VGG}(g_j)$$

Visual Aspect Attention. We learn the attention weights $γ_{j,i}$’s for sentence representations $h_i$’s with respect to each image representation $e_j$.

$$p_j = \tanh (W_p e_j + b_p)$$

$$q_i = \tanh (W_q h_i + b_q)$$

$$m_{j,i} = M^T (p_j \odot q_i + q_i)$$

$$γ_{j,i} = \frac{\exp (m_{j,i})}{\sum_i \exp (m_{j,i})}$$

We project image representation $e_j$ and sentence representation $h_i$ into an attention space followed by a non-linear activation function to obtain output $p_j$ and $q_j$. Then we try to find interactions between $p_j$ and $q_j$ by element-wise multiplication and summation. The learned vector $M$ is a global attention vector similar to $O$ in word encoder. Then we use softmax to normalize each attention value $m_{j,i}$ in $M$ as $γ_{j,i}$.

With the visual-aspect attention weight $γ_{j,i}$, we aggregate sentence representations into document representation $d_j$ as follows.

$$d_j = \sum_i γ_{j,i} h_i$$

Each document has a set of image-specific document representation $d_i$, $j \in [1, N]$. Attached images are not equally informative, thus we try to learn the importance weight $τ_j$ of each document representation $d_j$. The visual attention-based document representation $d'$ is the aggregation of image-specific document representation $d_j$.

$$a_j = A^T \tanh (W_a d_j + b_a)$$

$$τ_j = \frac{\exp (a_j)}{\sum_j \exp (a_j)}$$

$$d' = \sum_j τ_j d_j$$

Sentence Attention. We use sentence attention to generate a context vector $U$ and reward sentences that are clues to classify a document correctly.

$$u_i = U^T \tanh (W_u h_i + b_u)$$

$$π_i = \frac{\exp (u_i)}{\sum \exp (u_i)}$$

$$d'' = \sum \pi_i h_i$$

The concatenation of $d'$ and $d''$ is fed into a dense layer, the output of which is the final document representation $d$.

$$d = \text{Dense}([d', d''])$$

D. Sentiment Classification

The top layer treats the document representation $d$ with a softmax based sentiment classifier, generating the probabilities distribution $μ$ of sentiment classes.

$$μ = \text{softmax}(W_μ d + b_μ)$$

The loss of this model is the cross-entropy error of sentiment classification:

$$\text{loss} = -\sum_d \log μ_{d,l}$$

where $l$ is the ground-truth label of review $d$.

IV. PERFORMANCE EVALUATION

A. Settings

Dataset. We use a dataset of restaurant reviews on Yelp.com [6], covering five US cities including Boston (BO), Los Angeles (LA), Chicago (CH), New York (NY), and San Francisco (SF). The dataset contains more than 44 thousand reviews and 244 thousand images with each review having at least 3 images. We split 80% of the dataset for training, 5% for validation, and 15% for tests. There are five classes of sentiment labels in this dataset, ranging from very negative to very positive.

Training. In the training process, we use NLTK [13] for sentence and word tokenization. In addition, we use the pre-trained Glove word embedding with dimensionality $D = 200$. The GRU cells are 50-dimensional in the encoding process, thus
Our model

<table>
<thead>
<tr>
<th>Models</th>
<th>BO</th>
<th>CH</th>
<th>LA</th>
<th>NY</th>
<th>SF</th>
<th>Avg.</th>
<th>Improvement (compared with TFN-aVGG)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TFN-aVGG</td>
<td>46.35</td>
<td>43.69</td>
<td>43.91</td>
<td>43.79</td>
<td>42.81</td>
<td>43.89</td>
<td>-</td>
</tr>
<tr>
<td>TFN-mVGG</td>
<td>48.25</td>
<td>47.08</td>
<td>46.70</td>
<td>46.71</td>
<td>47.54</td>
<td>46.87</td>
<td>6.8%</td>
</tr>
<tr>
<td>HAN-aVGG</td>
<td>55.18</td>
<td>54.88</td>
<td>53.11</td>
<td>52.96</td>
<td>51.98</td>
<td>53.16</td>
<td>21.1%</td>
</tr>
<tr>
<td>HAN-mVGG</td>
<td>56.77</td>
<td>57.02</td>
<td>55.06</td>
<td>54.66</td>
<td>53.69</td>
<td>55.01</td>
<td>25.3%</td>
</tr>
<tr>
<td>VistaNet</td>
<td>63.81</td>
<td>65.74</td>
<td>62.01</td>
<td>61.08</td>
<td>60.14</td>
<td>61.88</td>
<td>41.0%</td>
</tr>
<tr>
<td>Our model</td>
<td>66.67</td>
<td>68.31</td>
<td>60.83</td>
<td>61.10</td>
<td>61.05</td>
<td>63.59</td>
<td>44.9%</td>
</tr>
</tbody>
</table>

C. Results

Table I lists the comparative accuracy of our method with other baseline methods. The five columns, namely BO, CH, LA, NY, and SF represent the five cities, and the avg. column is the average accuracy of all the five cities.

As shown in Table I, our model outperforms these multimodal baselines in all five cities and average results. This result demonstrates that combing visual attention and sentence attention could effectively draw attention to more salient sentences of a review document. The second-best model VistaNet is ahead of other baselines, which proves that visual attention has significant effects in this experiment. Our model has a 1.71% accuracy improvement over VistaNet, showing that the self-attention layer is useful for encoding word vectors and a tradeoff between visual aspect attention and sentence attention could end up with better results.

We can also notice that TFN-aVGG and TFN-mVGG perform badly in this experiment even though TFN can provide rich interactions between textual features and visual features. In this experiment of online reviews, images seldom carry enough sentimental information, e.g., images of food cannot tell whether the customer likes the food or not. This is the reason why our model using visual features as attention for sentences can outperform models that use visual features as additional sentimental information.

D. Ablation Analysis

We conduct an ablation analysis to specifically analyze the contributions of each component of our architecture. We start from the most basic architecture and incrementally add a component until reaching the full architecture.

<table>
<thead>
<tr>
<th>Components</th>
<th>CITY (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi-GRU</td>
<td></td>
</tr>
<tr>
<td>Hierarchical Structure</td>
<td>Visual Aspect Attention</td>
</tr>
<tr>
<td>√</td>
<td>x</td>
</tr>
<tr>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>√</td>
<td>√</td>
</tr>
</tbody>
</table>
We first carry out experiments with the base model Bi-GRU using only text. Then, we implement a hierarchical structure with a word encoding layer and max-pooling sentence representations, the accuracy is 59.54%. By applying the visual aspect attention upon sentence-level representations, this structure has achieved an average accuracy of 61.88%. When a self-attention encoding layer is added to the hierarchical structure, the average accuracy has increased to 62.42%. Finally, the sentence attention is combined with the visual attention through a dense layer. We can see that the model has been improved to an average accuracy of 63.59%.

All the results in Table II show that our model outperforms other models in the average accuracy. We can also see that every component contributes to our model.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we propose a novel model for text-and-image-based bi-modal sentiment analysis. Our model utilizes visual aspect attention, sentence attention, and self-attention to form a hierarchical attention network, which has been experimentally demonstrated that it works well for the sentiment analysis of online reviews. In particular, we use self-attention as the base encoding layer and combine visual aspect attention with sentence attention to present a better attention mechanism. Compared with existing studies, the four-layered hierarchical attention model can encode the interactions among words within a sentence as well as the interactions between texts and images. It adopts a hierarchical attention mechanism by aggregating word representations into sentence representations, aggregating sentence representations into document representations, and finally generating the sentiment label. Our model also employs images as alignment to select important sentences within a document and employs a soft attention mechanism for sentences that may have few interactions with images. We conduct experiments on a real dataset about online restaurant reviews in five US cities. The results show that our model outperforms the other five baselines, indicating the effectiveness of our proposal.

Our future work will concentrate on building a more elastic attention mechanism, e.g., assigning higher weights to most influential words in a document and introducing most recent models of natural language processing for a better understanding of document content. We will also consider to apply the hierarchical attention model to sentiment analysis of multimodal social media such as microblogs [19, 20].
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