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A B S T R A C T
This study presents an ongoing project on developing an Italian textual dataset for emotion recogni-
tion in human-robot interaction (HRI). The main goal is constructing a dataset using a well-defined
methodology that generates custom interactions. To accomplish this, we employed ChatGPT to assist
us in developing the dialogues, which human psychology experts then reviewed. Our analysis pri-
marily focused on assessing various aspects of the dataset, including the distribution of context types,
gender representation, consistency between context and emotion, and the quality of interaction. By
"quality," we refer to how the generated text accurately reflects the intended manifestation of emo-
tions. Based on the analysis, we modified the dialogues to emphasize specific emotions in particular
contexts. The findings from this preliminary study were significant, providing valuable insights to
guide the generation of subsequent conversations and facilitate the creation of a more comprehensive
dataset. A case study is also outlined with the aim of enabling increasingly realistic interactions in
HRI scenarios.

1. Introduction
Emotions play a crucial role in Human-Robot Interaction

(HRI), but one of the most challenging tasks for robots in
such interactions is recognizing emotions [47], [19]. Emo-
tions are multidimensional, and their comprehension relies
on the context in which they are expressed. Understanding
emotions necessitates considering context, which challenges
Natural Language Processing (NLP) research. Context en-
ables us to predict emotions to some extent. For instance,
attending a party, securing a new job, or embarking on a trip
are highly likely to evoke the feeling of "joy." Conversely,
experiencing a loss or arguing with a loved one is often as-
sociated with “sadness.”

While emotions can overlap and vary among individ-

uals, certain objective situations tend to be consistently
linked to specific emotions. Therefore, providing exam-
ples of context-related emotions can aid in identifying emo-
tions accurately. In a study on conversational context mod-
eling [48], the authors highlight the significant enhancement
that considering context can bring to NLP systems. Conse-
quently, constructing a specific and rich contextual informa-
tion dataset is vital within data-driven models.

A relevant number of contributions in the literature focus
on developing datasets for emotion recognition. However,
the majority of these datasets typically encompass only a
limited number of emotions, often centered around Ekman’s
basic emotions. Some examples are EmotionX [54] , Affect-
Intensity Lexicon and Emotion Dataset (AILA) [42], Crowd-
Flower’s Emotion Dataset [1], Friends [30] , EmoBank [11].
Furthermore, many approaches build dataset using news pa-
per, books or dialogues found on the Internet, including
those found from social media, e.g. SemEval-2018 Task 1:
Affect in Tweets (AIT-2018) [43], Sentiment140 [25], Emo-
tion Intensity Dataset (EmoInt) [41], The International Sur-
vey on Emotion Antecedents and Reactions (ISEAR) [52].
Others use movies, e.g. The Stanford Sentiment and Emo-

∗This research has been made in the context of the Excellence Chair 
in Big Data Management and Analytics at University of Paris City, Paris,
France

alfredo.cuzzocrea@unical.it (A. Cuzzocrea);
alessia.fantini@phd.unipi.it (A. Fantini); giovanni.pilato@icar.cnr.it
(G. Pilato)

ORCID(s): 0000-0002-7104-6415 (A. Cuzzocrea); 0009-0007-0337-2423 
(A. Fantini); 0000-0002-6254-2249 (G. Pilato)
DOI reference number: 10.18293/JVLC2023-N1-031

41

www.ksiresearch.org/jvlc


A. Cuzzocrea, A. Fantini, G. Pilato / Journal of Visual Language and Computing (2023) 41–52

tion Classification (SSEC) [53, 44] or physiological signals,
e.g. The DEAP (Database for Emotion Analysis using Phys-
iological Signals) [33]. In addition to this, the general prob-
lem has been stirred-up by several research efforts in the
community (e.g., [58, 12, 40, 57, 32]).

Regarding Italian datasets, there are fewer contributions
and often from tweets, some of the most widely used in-
clude SEMEVAL-ITA-2018 [13], ITA-EVALITA-2020 [7],
EmoLexIta [16], The STS-ITA (Sentences in the Wild - Ital-
ian) [9], or news articles e.g. News-ITA [50]. A lexicon
based approach has been also used for sentiment classifica-
tion of books reviews in the Italian language [15].

Regarding the primary contributions in the existing liter-
ature, we intentionally chose to exclude data from social me-
dia or newspaper articles. Such content often exhibits lan-
guage that may not align well with natural interactions. In-
stead, for our specific usage scenarios, such as Human-Robot
Interactions, we utilized examples of interactions between
individuals that emphasize the emotions we wish to focus on.
This particular aspect holds significant importance in our
study because the dialogue structure enables us to furnish the
robot with examples of interactions closely resembling those
that occur in real-world settings. Through the generation
of custom dialogues, we were able to provide precise con-
textual scenarios in which particular emotions might arise.
Also, the labeling was not done directly by us: this is another
of the challenges highlighted by [48] in conversational con-
text. We asked the ChatGPT to generate dialogues in which
a specific emotion, such as joy, emerges; subsequently, we
monitored and possibly adjusted or validated the associated
labeling. An additional crucial aspect of our research is that
we go beyond merely incorporating basic emotions; we have
identified and labeled a comprehensive set of fourteen emo-
tions, considering those likely to arise during Human-Robot
Interaction (HRI) across different contexts, including home,
medical settings, school, and everyday life. These emotions
are joy, sadness, anger, fear, surprise, disgust, frustration,
embarrassment, boredom, nervousness, melancholy, guilt,
hope, and stress. In conclusion, from our standpoint, an
ideal emotional dataset should demonstrate a well-balanced
representation of data from various perspectives. To accom-
plish this objective, we conducted additional analysis on the
dialogues generated using ChatGPT. This involved calcu-
lating several metrics, including the distribution of gender,
the types of contexts, the consistency between emotions and
contexts, and, overall, an evaluation of the interaction qual-
ity. By following this main trend, it is worth to notice that,
recently, there has been a trendy interest on the issue of cou-
pling HRI with big data, as it emerges from recent studies
(e.g., [29, 10, 56]).

The remainder of the paper is organized as follows. The
next Section explores some works on topics related to the
theme of our study; in Section 3 we illustrate the methodol-
ogy that we used to build the dataset; in Section 4 we discuss
about results, and a sample of the collected and modified dia-
logues as well as the subsequent analysis is reported; then in
Section 5 we present a case of study; subsequently in Section

6 a brief discussion is given about the dataset characteristics;
in the end conclusions and future work are illustrated.

2. Related Work
There are several contributions in the literature in the

area of developing models for emotion recognition in con-
versational agents. An interesting review was conducted by
[46]. The study provides a systematic review of approaches
in building an emotionally-aware chatbot (EAC). In [55] the
authors use multi-task learning to predict the emotion label
and generate a valid response for a given utterance. Their
model consists of a self-attention based encoder and a de-
coder with dot product attention mechanism to generate re-
sponse with a specified emotion and produce more emotion-
ally relevant responses. In order to improve user interaction
in [23] a model was developed with the task of generating
empathetic and personalized dialogues, giving the machine
the ability to respond emotionally and in accordance with
the user. Other studies have tried to create empathetic gen-
erative chatbots that could simulate the responses provided
by mental health professionals, mapping the emotions of the
interlocutor and generating appropriate responses [27], [14],
[20]. In general, a lot of efforts have been made to try to
make conversational models more fluid by providing an on-
tology for the description of all concepts that may be relevant
conversational topics, as well as their relationships to each
other [26] or providing context and increasing the domain of
knowledge [51], [59], [45], [39], [28]. Other interesting con-
tributions train agents using datasets that include everyday
conversations in order to dynamically answer people’s ques-
tions. In [4] the chatbot model is based on the Simple Di-
alog and Daily Dialog datasets, which are then merged into
a single dataset. Also, in [61] the authors train a model on
147 million conversational exchanges extracted from Reddit
comment chains over a period from 2005 to 2017. In [49] the
authors propose a new benchmark for generating empathetic
dialogues and a new dataset based on emotional situations
(EmpatheticDialogues) that includes 25k conversations.

Balanced dataset construction is critical for emotion
recognition in general, but in [60] the authors point out
that this is even more important when dealing with textual
datasets. The reason is twofold: on the one hand because
of the manual annotation of the data, a costly and time-
consuming process, on the other hand because of the assign-
ment of labels, which most of the time is related to subjectiv-
ity. In [62] they propose a Knowledge Enriched Transformer
(KET), where contextual utterances are interpreted using hi-
erarchical self-attention and external commonsense knowl-
edge is dynamically leveraged using a context-aware affec-
tive graph attention mechanism At the same time, another
crucial element is the techniques used for emotion recog-
nition. In [31] the authors show the classification of emo-
tion detection methods proposed in the literature: Keyword-
based detection, Learning-based detection and Hybrid de-
tection. In Keyword-based detection, emotions are detected
based on the related set of keywords found in the input
text. In Learning-based detection method, emotions are de-
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tected based on previous training result. In Hybrid detection
method, emotions are detected on the basis of a combination
of detected key words, learned patterns, and other additional
information. In [21] authors reviewed some deep learning-
based technologies commonly utilized in Textual Emotion
Recognition (TER). The most commonly used are: Word
Embedding, Basal Neural Networks and Derived Variations,
Knowledge Enhanced Representation and Transfer Learning
for Emotion Recognition. Textual emotion in dialogue is dy-
namic and strongly correlated with context information, thus
the TER of dialogue is more challenging. There are several
methods that try to address this problem, as they reported
in their survey. The first is context modeling, as each ut-
terance is highly dependent on contextual clues, and good
results will not be obtained if the sentence-level deep TER
algorithm is directly applied to the dialogue. In particular,
context modeling can be summarized as either a flatten con-
text modeling or hierarchical context modeling. By flatten
context modeling, context utterance and current utterance
are concatenated, and all tokens are flattened into a word
sequence. Then, a neural network receives this sequence of
words for contextual learning and final prediction. However,
the flattened context processing turns the word sequence too
long and ignores the temporal step, disrupting the hierarchy.
In hierarchical context modeling, each utterance in dialogue
is embedded into a vector representation by utterance-level
encoder: context information is further extracted by hierar-
chy context-level encoder. Another method is the Dynamic
Emotion Modeling that mainly focus on tracking the contex-
tual information and exploring the overall tone in dialogue.

Lastly, to the best of our knowledge, there are no other
studies that have used ChatGPT to construct text datasets.
ChatGPT is used in several areas, as highlighted in this
interesting review [24]. The main industries that are ex-
ploiting the potential of ChatGPT are e-commerce com-
panies, healthcare organizations, financial institutions, cus-
tomer service, call centers, and potentially could be greatly
exploited by education industry. Developers also benefit a
lot from ChatGPT, e.g., for bug fixing, identifying potential
errors in the system, and making new pieces of source code
based on samples, but it seems that it has not been used to
create text datasets.

3. The Proposed Methodology
Our work aims to construct a dataset in Italian for emo-

tion recognition based on dialogues. Initially, we established
methodological criteria to guide the generation process, and
then we utilized ChatGPT to expedite the data generation
phase. After generating the dialogues, professional psychol-
ogists reviewed each conversation to assess the dataset’s suit-
ability from various perspectives. Our analysis focused on
examining the consistency between the intended emotion
and the context, the distribution of genders, the types of con-
texts produced, and the quality of interaction. In this con-
text, interaction quality refers to the appropriateness of lan-
guage concerning specific emotions. The methodology em-
ployed in this study consists of three stages: the procedure

for generating dialogues, data analysis, and subsequent im-
provements.
3.1. Main Procedure

We created twenty-five dialogues for each of the four-
teen emotions in our dataset. The instruction given to Chat-
GPT was to generate a brief conversation, approximately five
lines long, between two individuals, wherein a specific emo-
tion is evident. Additionally, we generated five more dia-
logues for each emotion, requesting ChatGPT to avoid using
the word associated with that emotion. These particular di-
alogues were labeled as "Without Word (W.W.)".

This was done to test whether ChatGPT could generate
discussions in which, e.g., sadness emerged without having
the word “sadness" in the text. The goal is to create data
that increasingly reflect real situations to train robots that can
recognize emotions based on context and not just by recog-
nizing specific words. The small number is because this is
a pilot study to build a more extensive dataset later. Finally,
the original dialogues generated were retained, but we cre-
ated a copy to edit them after performing the analysis. Both
the Web interface and the API provided by OpenAI were
used. This has made it possible to obtain different styles of
narrations of the events. Gpt 3.5-turbo model was used, with
the following role: “You are a writer assistant who produces
dialogue that accurately reflects emotion".
3.2. Analysis

Dialogues were analyzed considering four factors: con-
sistency between context and emotion, gender distribution,
type of contexts, and quality of interaction. By consistency
(C) between context and emotion, we mean whether the con-
text generated is consistent with the feeling expressed. For
example, the context of an argument with the boss is a con-
text compatible with the emotion of anger. So for each di-
alogue, we assessed whether or not there was consistency.
We counted the percent relative frequency.

𝐶 =
𝑁𝑦𝑒𝑠

𝑁𝑑𝑖𝑎𝑙𝑜𝑔𝑢𝑒𝑠
⋅ 100

Similarly, for gender distribution(GD), we counted
how many times the gender “Neutral (N), Masculine (M) and
Feminine (F)" occurred in the dialogues and we calculated
the percent relative frequency.

𝐺𝐷 =
𝑁𝑔𝑒𝑛𝑑𝑒𝑟(𝑁𝑜𝑟𝑀𝑜𝑟𝐹 )

𝑁𝑡𝑜𝑡𝑔𝑒𝑛𝑑𝑒𝑟
⋅ 100

Regarding the type of context(TC), we created classes
and counted how many belonged to each class; then, we cal-
culated the percent relative frequency.

𝑇𝐶 = 𝑁𝑐𝑜𝑛𝑡𝑒𝑥𝑡𝑋
𝑁𝑡𝑜𝑡𝑐𝑜𝑛𝑡𝑒𝑥𝑡𝑠

⋅ 100

The classes identified are Work, Leisure, Luck, Interper-
sonal sphere, Generic. In some cases, we identified a spe-
cific category, e.g., in the “Disgust" dialogues, we identified
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the category “Animals and Objects," as several scenarios ex-
pressed disgust for objects or animals.

Finally, for the quality of interaction(QoI), we ana-
lyzed the appropriateness of language in expressing a spe-
cific emotion. This was evaluated with three values: “Suf-
ficient”, “Not much”, “No”. By “Sufficient (S)” we mean
that the language appears natural enough and reflects in the
terms used the emotion. By "Not much (NM)" we mean that
the language is not very natural and it does not entirely re-
flect the emotion, e.g., using words that also represent other
emotions, but all in all, it is acceptable. By "No (N)," we
mean confusion, unusual terms, and/or language that does
not reflect the specific emotion. Also, for this parameter, we
calculated the percent relative frequency.

𝑄𝑜𝐼 =
𝑁𝑉 𝑎𝑙𝑢𝑒(𝑆𝑜𝑟𝑁𝑀𝑜𝑟𝑁)

𝑁𝑡𝑜𝑡𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑠
⋅ 100

3.3. Further Improvements
Following the analysis, we implemented several modifi-

cations addressing grammatical and content-related aspects.
An important focus was placed on examining the distribution
of different contexts and selecting those most relevant to in-
terpersonal and social scenarios for inclusion in the dataset,
which will be built after this pilot study.

To ensure diverse scenarios, we initially requested the
generation of five potential social scenarios where a spe-
cific emotion could manifest. This approach enabled us to
identify scenarios aligned more closely with Human-Robot
Interaction (HRI). Once an interesting scenario was gener-
ated, we requested modifications to emphasize social inter-
action. A dialogue was created and expanded for each of
these scenarios as needed. However, the model often strug-
gled to broaden the conversation without repetitively using
emotion-specific terms. To address this, we requested the
model to replace such terms with expressions that could
serve as metaphors or equivalent phrases.

When changing scenarios, there were instances where
certain emotions were confused. For example, when re-
questing the feeling of anger, the generated dialogues often
expressed frustration, frequently using the term "frustrating"
in the text, and vice versa. Similar confusion occurred with
stress and nervousness. To overcome this, we initially asked
for a clear definition to differentiate between the two emo-
tions. Once provided with the description, we instructed
the model to generate scenarios where each emotion could
emerge distinctly. As a result, the developed scenarios be-
came more specific, effectively distinguishing between the
two emotions. The same approach was applied to stress and
nervousness. This process underscores the significance of
human experts intervening in all phases to guide ChatGPT
in generating more focused dialogues.

4. Empirical Results
The results will be shown first according to a global view

and then in detail for each emotion.

4.1. Global Analysis
With respect to consistency, 86% of the generated con-

texts are consistent with emotion. An example of consis-
tency is this:

• Person 1: Ciao, come stai oggi? (Hello, how are you
today?)

• Person 2: Non molto bene, sinceramente. (Not very
well, honestly.)

• Person 1: Oh, mi dispiace sentirlo. C’è qualcosa che ti
preoccupa? (Oh, I’m sorry to hear that. Is something
bothering you?)

• Person 2: Sì, ho avuto un brutto litigio con un caro
amico ieri sera. Siamo finiti per dire cose terribili l’un
l’altro e ora mi sento come se avessi perso una parte di
me stesso. (Yes, I had a bad fight with a close friend
last night. We ended up saying terrible things to each
other and now I I feel like I’ve lost a part of myself.)

• Person 1: Capisco. Litigi del genere sono sempre
molto difficili da gestire. Ma forse potresti cercare di
parlare con il tuo amico e chiarire la situazione? (I
understand. Fights like that are always very difficult
to deal with. But maybe you could try to talk to your
friend and clear the air?)

• Person 2: Ho provato a chiamarlo stamattina, ma non
ha risposto. Non so se vuole ancora parlarmi. (I tried
to call him this morning, but he didn’t answer. I don’t
know if he still wants to talk to me.)

• Person 1: Mi dispiace tanto. Spero che alla fine rius-
cirete a risolvere le cose. Se hai bisogno di parlare, sai
che puoi contare su di me. (I’m so sorry. I hope you
will eventually be able to work things out. If you need
to talk, you know you can count on me.)

• Person 2: Grazie, apprezzo molto il tuo sostegno. Ma
per ora mi sento solo triste e confuso. (Thank you,
I really appreciate your support. But for now I just
feeling sad and confused.)

In this dialogue, the context is an argument with a friend,
and effectively the sadness that emerges is consistent with
the type of context. In some cases, the generated contexts
did not reflect the corresponding emotion. An example:

• Person 1: Ciao, come stai? (Hello, how are you?)
• Person 2: Non molto bene, devo dire. (Not very well,

I must say.)
• Person 1: Che cosa è successo? (What happened?)
• Person 2: Stamattina mi sono svegliato con un forte

mal di stomaco. Ho passato tutto il mattino in bagno.
(I woke up this morning with a bad stomachache. I
spent the whole morning in the bathroom.)
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• Person 1: Ah, mi dispiace sentirlo. Cosa pensi possa
essere? (Ah, I’m sorry to hear that. What do you think
it might be?)

• Person 2: Non ne sono sicuro, ma credo sia stato qual-
cosa che ho mangiato ieri sera. Ho provato un nuovo
ristorante messicano, ma credo che il cibo non fosse
fresco. (I’m not sure, but I think it was something I
ate last night. I tried a new Mexican restaurant, but I
think the food wasn’t fresh.)

• Person 1: Oh no, che schifo. Ti senti meglio adesso?
(Oh no, that’s gross. Do you feel better now?)

• Person 2: Un po’ meglio, ma non ancora del tutto.
Devo ancora prendere qualche medicina. (A little
better, but not quite yet. I still have to take some
medicine.)

• Person 1: Sì, è meglio prendersi cura di te stesso.
Spero tu ti riprenda presto. (Yes, you better take care
of yourself. I hope you recover soon.)

In this case, except for "that’s gross", the entire dialogue
is centered on a context showing a reaction to physical dis-
comfort. The person feels vomiting because of physical dis-
comfort, as he has probably eaten bad food, and therefore
not because of an emotional reaction of disgust.

Regarding gender, there is a strong imbalance in the
dataset: N=30% M=56% F=14%

In addition, in a couple of cases, the gender count was
canceled because the same person was first male and then
female. Here is an example of a dialogue about frustration:

• Person 1: Ho lavorato duramente su questo progetto
ma non ha (grammar error) ottenuto il successo sper-
ato. (I worked hard on this project but it did not (in the
Italian version-grammar error) achieve the success I
had hoped for.)

• Person 2: Mi dispiace sentirti così deluso (indicates
that person 1 is male). Cosa pensi sia andato storto?
(I’m sorry to feel so disappointed (in the Italian ver-
sion indicates that person 1 is male). What do you
think went wrong?)

• Person 1: Non ne sono sicuro, ho messo tutta me
stessa (female gender) ma sembra che non sia abbas-
tanza. (I’m not sure, I put all of myself (in the Ital-
ian version-female gender) but it seems like it’s not
enough.)

• Person 2: Non scoraggiarti, ogni esperienza è una
lezione imparata. Magari hai bisogno di un po’ di
tempo per riflettere e riprovarci con un approccio di-
verso. (Don’t be discouraged, every experience is a
lesson learned. Maybe you need some time to reflect
and try again with a different approach.)

The context overall appears heterogeneous but it is un-
balanced when observed in relation to specific emotions. For
example, for the emotion “Joy," only three types of context
were generated. Specifically, ten contexts are about success
(e.g., passing a university exam, promotion at work), ten are
about leisure (e.g., traveling, starting a yoga class), four are
about luck (e.g., winning the lottery), and only one is about
Personl life situations (receiving a gift). The type of context
will be discussed in depth in the description of each emotion.

Regarding the quality of interaction, the adherence of
text to the desired manifestation of emotions was evaluated.
In 65% of the dialogues, we can define the quality of
interaction as "sufficient". However, some changes were
added later either in terms of grammatical corrections or to
make the dialogue more fluid and natural. In 25% of cases,
there is a poor fit between text and emotion. Finally, in 10%
of the dialogues, the text was completely garbled or did not
reflect the desired emotion. Here are some examples of the
three categories:

Sufficient: Boredom
• Friend 1: "Cosa c’è che non va, sembri distratta?"

("What’s wrong, you seem distracted?")
• Friend 2: "Sì, sto solo pensando ad altro. Questa

lezione mi fa venire la noia." ("Yes, I’m just think-
ing about something else. This class is making me
bored.")

• Friend 1: "Capisco come ti senti, anche io sto trovando
difficoltà a restare concentrata." ("I understand how
you feel, I am also finding it hard to stay focused.")

• Friend 2: "Sì, vorrei solo essere altrove ora. Anche
voi pensate la stessa cosa, giusto?" ("Yes, I just wish I
was somewhere else right now. You also feel the same
way, right?")

• Friend 1: "Sì, credo che tutti vorremmo fare altro."
("Yes, I think we all would like to do something else.")

Not much: Anger
• Person 1: "Non ci posso credere, ho perso l’autobus

per la terza volta questa settimana!" (“I can’t believe
I missed the bus for the third time this week!")

• Person 2: "Ma come hai fatto?" ("But how did you do
it?")

• Person 1: "Non mi hai visto? Mi hai tenuto a parlare
e l’autobus è passato sotto il mio naso!" ("Didn’t you
see me? You kept me talking and the bus passed right
under my nose!")

• Person 2: "Non è colpa mia se sei sempre in ritardo!"
("It’s not my fault you’re always late!")

• Person 1: "Ma certo che è colpa tua! Non riesci mai
a smettere di parlare e poi ti lamenti se arrivo sempre
tardi!" ("Of course it’s your fault! You can never stop
talking and then you complain that I’m always late!")
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• Person 2: "Ok, ok, calmati! Non c’è bisogno di arrab-
biarsi!" ("Okay, okay, calm down! No need to get an-
gry!")

• Person 1: "Ma come faccio a non arrabbiarmi?
Questo mi fa perdere tempo e soldi!" ("But how can
I not get angry? This wastes my time and money!")

• Person 2: "Hai ragione, mi dispiace. Cercherò di es-
sere più attento la prossima volta." ("You’re right, I’m
sorry. I’ll try to be more careful next time.")

No: Hope
• Character A: "Spero solo di non sembrare troppo stres-

sato/a stasera." ("I just hope I don’t look too stressed
out tonight.")

• Character B: "Non preoccuparti, sei bellissimo/a e la
serata sarà fantastica." ("Don’t worry, you look beau-
tiful and the evening will be great.")

• Character A: "Speriamo che ci siano delle sorprese
piacevoli stasera, vorrei che fosse tutto diverso dal
solito." ("Hopefully there will be some pleasant sur-
prises tonight, I’d like everything to be different than
usual.")

• Character B: "Stasera sarà diversa dal solito, perché
sarà proprio come ci piace. Semplice e piena di sper-
anze!" ("Tonight will be different than usual, because
it will be just the way we like it. Simple and hopeful!")

4.2. Single Emotion Analysis
Below we show the analysis of each of the 14 emotions

according to the 4 parameters outlined in the methodology
section.

• JOY

– Consistency = 100%
– Gender = N 12% M 80% F 8%
– Contexts = 10 Success, 10 Leisure, 4 Luck, and

only 1 is about personal life situations
– Quality of interaction = Sufficient 64% Not

much 36%
• SADNESS

– Consistency = 92%
– Gender = N 46% M 54% F 0
– Contexts = Heterogeneous mainly generic and

interpersonal
– Quality of interaction = Sufficient 88% Not

much 12%
• ANGER

– Consistency = 100%

– Gender = N 12% M 55% F 33%
– Contexts = Heterogeneous, sometimes reactions

out of proportion to the context
– Quality of interaction = Sufficient 88% Not

much 12%
• FEAR

– Consistency = 100%
– Gender = N 24% M 72% F 4%
– Contexts = Mostly related to horror contexts

(shadows, animals, running away from some-
one) - Absence of contexts related to more inter-
personal or social fear, such as fear of the future.

– Quality of interaction = Satisfactory 72% Not
much 28%

• SURPRISE

– Consistency = 100%
– Gender = N 24% M 76% F 0%
– Contexts = Heterogeneous
– Quality of interaction = Satisfactory 88% Not

much 12%
• DISGUST

– Consistency = 96%
– Gender = N 72% M 28% F0
– Contexts = Highly related to foods, insects, ob-

jects. No examples related to people’s behaviors
or abstract concepts. Only in two cases is there a
reference to disgust as a result of a person’s be-
havior.

– Quality of interaction = Sufficient 84% Not
much 16%

• FRUSTRATION

– Consistency = 28%: in three cases there is con-
fusion with anger

– Gender = N 46% M 50% F 4%
– Contexts = Heterogeneous, sometimes reactions

out of proportion to the context
– Quality of interaction = Sufficient 80% Not

much 20%
• EMBARRASSMENT

– Consistency = 68% sometimes there is confu-
sion with guilt.

– Gender = N 44% M 48% F 8%
– Contexts = Heterogeneous
– Quality of interaction = Sufficient 76% Not

much 24%
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• BOREDOM

– Consistency = 92%
– Gender = N 16% M 56% F 28%
– Contexts = Heterogeneous, mainly leisure time
– Quality of interaction = Sufficient 56% Not

much 28% No 16%
• NERVOUSNESS

– Consistency = 88%
– Gender = N0 M 53% F 47%
– Contexts = Heterogeneous
– Quality of interaction = Sufficient 68% Not

much 20% No 12%
• MELANCHOLY

– Consistency = 88%
– Gender = N 40% M 60% F0
– Contexts = Heterogeneous
– Quality of interaction = Sufficient 68% Not

much 16% No 16%
• GUILT

– Consistency = 92%
– Gender = N 40% M 40% F 20%
– Contexts = 24% relate to work contexts, while

most are related to interpersonal or social sit-
uations (e.g., arguing with a friend, neglecting
family, telling a lie, etc...)

– Quality of interaction = Satisfactory 52% Not
much 44% No 4% . In many dialogues the lan-
guage appears out of proportion to the emotion

• HOPE

– Consistency = 100%
– Gender = N 52% M 36% F 16%
– Contexts = 28% relate to work contexts, 44% re-

late to medical contexts, 28% relate to interper-
sonal or social situations

– Quality of interaction = Satisfactory 28% Not
much 64% No 8% . Often the language seems
to belong more to fear or nervousness and not to
hope. Here is an example:

• Student 1: "Sto preparando questo esame da giorni,
spero di ottenere un buon voto." ("I’ve been preparing
for this exam for days, I hope to get a good grade.")

• Student 2: "Sono sicuro che andrà tutto bene, hai stu-
diato tanto e sai quello che fai." ("I’m sure you’ll do
well, you’ve studied hard and you know what you’re
doing.")

• Student 1: "Sì, ma ho paura di non ricordare tutte le
informazioni durante l’esame." ("Yes, but I’m afraid
I won’t remember all the information during the
exam.")

• Student 2: "Non preoccuparti, vai tranquillo e non las-
ciare che l’ansia ti prenda il sopravvento. Spero che
otterrai la valutazione che meriti." ("Don’t worry, go
easy and don’t let anxiety get the best of you. I hope
you will get the grade you deserve.")

• Student 1: "Grazie per il supporto! Ho davvero
bisogno di sentirlo. Speriamo che andrà tutto bene."
("Thank you for the support! I really need to hear it.
Hopefully everything will be okay.")

• Student 2: "Sarà così, cerca di rilassarti e di essere
positivo. La speranza è la chiave del successo." ("It
will, just try to relax and be positive. Hope is the key
to success.")

• STRESS

– Consistency = 84% . Sometimes confusion with
nervousness

– Gender = N 0 M 83% F 17%
– Contexts = 56% relate to work contexts, the re-

maining are heterogeneous
– Quality of interaction = Satisfactory 60% Not

much 12% No 28%
4.3. Analysis of Dialogues “Without Words”

As for dialogues generated without the word expressing
the emotion emerging, most generated contexts consistent
with the emotion. Not very consistent were the dialogues of
Boredom, Fear, Surprise and Hope. In contrast, only 1 out of
5 of the Disgust dialogues was found to be consistent. The
other 4 were so confused that they could not be classified.
Here is an example:

• Person 1: "Che schifo...quella lì sembra venuta diret-
tamente dal nido delle rane!" ("Gross...that one looks
like it came straight from the frogs’ nest!")

• Person 2: "Davvero, mi ha fatto venire il voltastom-
aco. Però non possiamo farci niente al riguardo...
forse conviene che andiamo a prendere un po’ d’aria
fresca." ("Really, it made me sick to my stomach. We
can’t do anything about it though...maybe we’d better
go get some fresh air.")

• Person 1: "Sì, direi che hai ragione. Quando si vedono
situazioni simili, l’unica cosa da fare è portare il nonno
in braccio in giro per la città, almeno la compagnia è
più gradevole!" ("Yes, I would say you are right. When
you see situations like that, the only thing to do is to
carry Grandpa around town, at least the company is
more pleasant!")
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Furthermore, right among the dialogues of Disgust-
W.W. a stereotype about Neapolitans emerged. Here is the
dialogue:

• Person 1: "Oh, guardate quella lì...è più volgare di
un bidone di spazzatura a Napoli!" ("Oh, look at that
one...she’s grosser than a garbage can in Naples!")

• Person 2: "Sì, mi ha messo i brividi appena l’ho vista.
Comunque, perché non ci beviamo un po’ d’acqua in-
sieme? Così ci togliamo lo schifo di bocca!" ("Yeah,
she gave me the creeps as soon as I saw her. Anyway,
why don’t we have some water together? That way we
can get the filth out of our mouths!")

• Person 1: "Mi pare un’ottima idea, non vedo l’ora di
liberarmi di questa sensazione." ("That sounds like a
great idea, I can’t wait to get rid of this feeling.")

It is not only not at all sufficient from the point of view
of language, but a stereotype clearly emerges. Regarding
gender and contexts, the number of dialogues is small to
draw specific inferences, however, we can say that they seem
to reflect the general trend. As for the quality of interaction,
it appears worse than the basic dialogues, that is, the non-
W.W. dialogues. In fact, in 43% of the cases the quality of
interaction was rated as "sufficient", in 32% of the cases "not
very much", and in 25% "no". The sum of "not very much"
and "no" is also 57% thus exceeding the percentage of those
considered sufficient.

5. Case Study
The dialogues created with ChatGPT were used as

dialogue prototypes to improve human-robot interaction.
Specifically, we used the RiveScript [3] dialogue engine to
create a simple system that could give the ability to create
a natural language interaction system associated with spe-
cific situations. RiveScript employs a concise set of rules
that, when combined, can provide effective chatbot person-
alities. By writing triggers in a simplified regular expres-
sion format, complex sets of word patterns can be efficiently
matched in a single step, enhancing the chatbot’s capabili-
ties. The core library is compact, self-contained, and it is
aimed at receiving human input and delivering “intelligent”,
even if pattern-matching based, responses. This adaptabil-
ity allows RiveScript to be utilized according to individual
needs, empowering users with flexibility. One of the main
advantages of the framework is that itadopts a straightfor-
ward plain text scripting language that is easy to learn and
allows quick writing. Its line-based structure is readily un-
derstandable for maintenance purposes without using cum-
bersome XML code or complex symbols, which may hide
the code structures.

Starting with the stimulus-response pair, which is the
basic element of the RiveScript knowledge base, ChatGPT
was asked to generate a set of 𝑁 sentences similar to the
input (trigger) sentences and 𝑁 sentences semantically sim-
ilar to the output answers of the bot. The phrases gener-
ated as triggers are provided into a subsymbolic layer that

is used to identify what the user is saying. To build such
a sub-symbolic layer, we have exploited the Spacy library
[2], which easily allows to compute a sub-symbolic seman-
tic similarity between two sentences. At the same time, the
response phrases are used to enhance the variety of chatbot
replies to make the interaction more engaging. To be more
specific, we formulate the same dialogue (context, type of
emotion, type of interaction) while increasing the variety of
possible words (as it might happen in real life). We thus ex-
ploit “fast data generation" to improve the robot’s listening
skills and avoid monotonicity in responses.

An advantage is that we can exploit the dataset for emo-
tion recognition as an additional element for emotion detec-
tion according to a given context. Specifically, the system is
coded as a finite state machine that identifies the sequence of
sentences uttered by the user based on the sentences given
by the chatbot and contextualizes the situation, providing an
extra element to associate the contextual interaction with a
possible emotion, which has somehow been implicitly asso-
ciated with the dialogue. In this manner, the agent will have
a “basic" dialogue skeleton and a set of possible variations,
all of them considering a specific context and emotion re-
lated to the interaction. This also improves the quality of the
interaction, the associative process regarding emotions and
context, and the possibility of understanding the situation.

As mentioned above, for each sentence in each chatgpt-
generated dialogue, chatGpt was then asked to provide a
number 𝑁 of similar sentences. These sentences play a sim-
ilar role to the emotional beacons introduced in [47]. In par-
ticular, given 𝑠𝑖,𝑑 the i-th sentence of the d-th dialogue, a
set of 𝑁 sentences {𝑏𝑗𝑖,𝑑} is generated with 𝑗 = 1,⋯ , 𝑁
where 𝑁 is a positive integer that has been set to 𝑁 = 10
for our case study. Each sentence {𝑏𝑗𝑖,𝑑} together with each
“seed” sentence 𝑠𝑖,𝑑 is then encoded subsymbolically. For
efficiency reasons, we used the Spacy library [2] and the
Italian language model “it_core_news_sm”. Each sentence
𝑢𝑘 provided to the system by the user is then compared
sub symbolically with one of the possible sentences in the
chatgpt-generated dialogues 𝑠𝑖,𝑑 and the related “beacons”
{𝑏𝑗𝑖,𝑑} which are expected to be said by the user: the seman-
tic similarity between the sentence 𝑢𝑘 and all sentences 𝑠𝑖,𝑑
and {𝑏𝑗𝑖,𝑑} is then computed. If the calculated similarity ex-
ceeds a certain experimentally established threshold 𝑇ℎ, the
corresponding dialogue 𝑑 with which the sentence can be as-
sociated is identified. If several sentences belonging to dif-
ferent dialogues provide semantic similarity greater than the
threshold 𝑇ℎ, the dialogue with the highest similarity value
is selected.

Once a specific dialogue has been identified, the system
tries to maintain the same structure provided by chatGPT
to identify a possible context that is already known. The
comparison then between what the user says and the sen-
tences, along with their beacons, that the system expects
continues until the presumed conclusion of the dialogue and
recognition of the situation. If, during the conversation, the
calculation of semantic similarity within the selected dia-
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Figure 1: A schema of the interaction process for the case of study.

logue gives a value below the minimum value required by
the threshold 𝑇ℎ, the system restarts from scratch, trying to
identify another possible discussion. If, in the end, the sub-
symbolic comparison of semantic similarity does not yield
any value above the predetermined 𝑇ℎ threshold value, the
control of the interaction passes directly to the RiveScript
engine, which continues with the chat according to the usual
standard rule-based chatbot mode. In any case, each sen-
tence spoken by the user is still sub symbolically encoded
and compared with the extended set of sentences in the
dataset of known dialogues to identify possible occurrences
of proper contexts to be recognized for determining the emo-
tions expressed by the user during the interaction with the
robot. A schema of the adopted architecture for this case of
study is reported in Fig. 1.

6. Critical Discussion
The analysis of the dataset revealed both strengths and

weaknesses, providing valuable insights for constructing the
larger dataset. The main strength lies in the consistency be-
tween context and emotion, which ensures high reliability in
automatically generating dialogues and facilitates fast data
generation. However, as the results indicate, the generated
conversations need to undergo validation by a human oper-
ator, as they were not consistently consistent. Additionally,
special attention must be given to the types of contexts in-
cluded in the dataset, aiming for maximum heterogeneity.
This can be achieved by incorporating increasingly relevant
contexts to interpersonal and social spheres, thereby reflect-
ing realistic Human-Robot Interaction (HRI) scenarios.

The analysis of gender distribution highlighted a sig-
nificant imbalance favoring male gender representation.

This finding allows for addressing the bias and encourages
broader reflections on training AI systems that strive for
greater diversity. Furthermore, the presence of stereotypes
concerning the city of Naples in some dialogues should also
be carefully considered.

Lastly, the quality of interaction frequently necessitates
modifications by the human operator. This may involve rec-
tifying occasional grammatical errors, aligning the language
with the intended emotion, and enhancing the naturalness of
the dialogues.

Regarding the case study, we believe that a system de-
signed in this way can be of help in improving HRI by having
some specific strengths. One of these is the presence of con-
text in dialogues: this can help the robot place certain emo-
tions in certain contexts making the interaction more consis-
tent. Another element is the variety of words expressing the
same concept: this allows the robot to respond in a relevant
way even when there are word variations as there are in nat-
ural interactions. Clearly, the effectiveness of the model will
be the subject of subsequent studies, which will aim to iden-
tify measurement tools to establish the actual improvement
of HRI.

7. Conclusions and Future Work
We conducted an initial study to guide the develop-

ment of an Italian dataset designed for emotion recognition.
Once the methodology and procedure were established, we
leveraged ChatGPT to generate dialogues rapidly. Work-
ing alongside psychology experts, we meticulously exam-
ined 420 conversations covering 14 emotions to assess the
dataset’s balance across various dimensions, including con-
sistency between context and emotion, gender distribution,
types of generated context, and interaction quality. The find-
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ings revealed the advantages and limitations of utilizing au-
tomated dialogue generation systems. It became evident that
the construction of the dataset cannot disregard human con-
trol.

The most significant advantage observed was the speed
of data generation, with most cases demonstrating consis-
tency between the generated contexts and intended emo-
tions. However, exercising control over the dialogues re-
mains crucial to ensure heterogeneity and a stronger focus on
interpersonal and social aspects. The study also highlighted
a notable gender distribution imbalance, predominantly fa-
voring masculine representations. Addressing this disparity
will generate dialogues explicitly requesting feminine and
neutral genders, thereby achieving a more balanced dataset.

Furthermore, numerous modifications were made to the
dialogues concerning language usage and interaction qual-
ity, encompassing grammatical, structural, and content cor-
rections. Despite these adjustments, an additional advantage
emerged—the ability to create dialogues from scratch, di-
recting ChatGPT to generate dialogues that align with pre-
determined criteria established by the researchers. Moving
forward, this study’s insights will inform the development of
a larger, well-balanced dataset tailored specifically for (HRI)
scenarios.

Finally, the case study allowed us to observe how fast
data generation is, making it possible to create more exam-
ples, thus improving the robot’s listening skills and avoiding
the monotonicity of responses. Certainly, however, a deeper
evaluation of effectiveness will be the subject of subsequent
studies.On the other hand, we aim at integrating our frame-
work with emerging challenges due to novel big data trends
(e.g., [8, 18, 5, 38, 17, 35, 36, 37, 6, 22, 34]).
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