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A B S T R A C T

The development and diffusion of Internet of Things, Artificial Intelligence, Business Intelligence 

and Visual Analytics solutions has brought new paradigms to exploit Big Data analytics into Decision 

Support Systems. The increasing requirements of automating Decision Support Systems and making 

them more efficient and reliable represent a research field which has recently attracted a lot of interest 

and efforts. The main challenges are represented by the initial black-box nature of machine learning 

and deep learning methods, which often cannot deal with the necessity to provide explainable results, 

which is a critical aspect when dealing, for instance, with automated decision processes in legal and 

administrative contexts. This paper presents a study of the main concepts and requirements for 

enhancing Decision Support through big data visual analytics, presenting the Snap4City solution and 

describing some real use cases in which it has been and is currently being exploited. 

 © 2023 KSI Research 

1. Introduction

The recent advances in ICT related to Big Data, 

Internet of Things (IoT) and Artificial Intelligence (AI) 

solutions have provoked a great interest in investigating 

the possibility to enhance and improve automatic 

decision-making processes. The enhancement and 

automation of Decision Support Systems (DSS) are 

more and more required in several different contexts 

(smart city and related domains, industry 4.0, etc. [1]) 

for a wide range of scenarios and use cases (e.g., public 

administrations and municipalities, private companies, 

and regular citizens). 

The implementation of DSS based on a model-driven 

approach has to face the high complexity of many 

different real use case decision problems, which 

consequently rely in a large variety of different models. 

Therefore, it can be difficult to provide suitable and 

reliable models supporting the automation of the 

specific decisional process. 

Data-driven decision-making is the process of using 

evidence and insights derived/learnt from data to guide 

the decision-making process and to verify a plan of 

actions before it is committed. In the era of Big Data, 

this approach is being more and more frequently 

adopted, and it has been observed that the confluence of 

data analytics with Big Data can significantly improve 

the way DSS can be designed and implemented, and 

how this approach can impact on a company’s 

performance [2]. Big Data Analytics is a way to refer a 

comprehensive approach to process and analyze big 

data sets by applying advanced analytics techniques, 

improving data-driven decision making and support [3]. 

However, data-driven decisions are still prone to errors 

and failures, as addressed in [4], in which it is discussed 

the case of decisions addressed for COVID-19 

forecasting, which have often failed, due to several 

factors such as the small number of input data, lack of 

historical data as reference. Actually, the quality of 

decisions depends not only on data, but also on the way 

in which the data is collected and processed [5]. 

Furthermore, the automation of data-driven decisions or 

even the automated suggestions still remains debatable, 

and there are many examples in literature about issues 

and causes of failures of data-driven automated decision 
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making and supports [6]. 

In [7], it is highlighted how incorrect decisions, 

generated/suggested by the automated decision systems 

in the Swedish public employment service, enforce the 

evidence that human users have to cover an active role 

in the decision-making process. In [8], mistakes are 

reported in the automated Finnish tax assessment 

process, and this remarks how Explainable AI 

techniques and methods (e.g., explainability and 

accountability) are important and should be considered 

for automated decisions in legal/administrative 

contexts. In [9], the lack of reliable and accurate 

evidence in data-driven decisional process at Royal 

Dutch Shell Telecommunications company led to many 

problematic decisions. This implies that the quality and 

amount of data affect the decisions. In addition to this, 

the same study reports that human decision makers 

often received more information than they could 

process, addressing the aspect that human decision 

makers have a limited capacity for processing data on 

their own, and therefore DSS are greatly required. 

Authors in [10] present the case of Danish Primera Air, 

where the inability of the company to capture big data 

and use Big Data Analytics for strategic decisions led 

to the company failure. This event represented a strong 

motivation towards the adoption of efficient and 

reliable Big Data platforms. 

In this paper, the evolution of DSS and their 

application in the context of big data platforms for smart 

city is reported. The paper is focused on the main 

evolution performed in Snap4City platform to support 

the design and the implementation of smart applications 

and DSS. Snap4City is an open-source platform 

deployed and used in several smart city and industry 4.0 

installations. The biggest installation of the framework 

is a multi-tenant platform, managing advanced Smart 

City IoT/IoE applications with 20 organizations, 40 

cities and thousands of operators and developers. 

Snap4City is an official FIWARE platform and 

solutions, it is compliant with security and privacy 

aspects [18], [20], and provide support for the 

development of a large range of ML and AI solutions, 

including what-if analysis and DSS. 

The paper is structured as described in the following: 

in Section 2, the main concepts and requirements for 

building efficient AI-based Big Data Analytic solutions 

for decision support are reported. Section 3 presents the 

proposed solution, the Snap4City framework, which 

include an ML/AI enabled Big Data Analytic platform 

for decision support. Section 4 reports some real use 

cases implemented in the Snap4City platform. Finally, 

Section 5 is left to conclusions. 

2. AI-based Big Data Analytics: Concepts

and Requirements

Descriptive, prescriptive and predictive solutions 

have been provided since many years, from statistic, 

operating research, and regressive models. In most 

cases, they have not been capable to provide 

satisfactory results for their limitation of 

discovering/modelling complex functions and 

relationships. Early Machine Learning (ML) and Deep 

Learning (DL) solutions mainly had a black box nature 

which needed explainability and interpretability before 

their effective application in real-world cases and 

critical situations [11]. On the other hand, ethical 

aspects (on data and processes) are very sensitive and a 

wrong assumption in taking data and/or setting up 

solutions may lead to biased results/suggestions, which 

may correspond unfairness, discriminations, and this 

may lead to unforeseen costs [12]. The IoT (Internet of 

Things) combined with Big Data are enabling a large 

number of new data analytics. Big Data Analytic with 

AI play a strong role in leveraging businesses and 

solutions providing reliable predictions, prescriptions, 

early warning, classifications, detections, suggestions, 

etc., thus enhancing automated/semi-automated 

decision support processes. Actually, these 

technologies can lead to reduce costs and increase the 

efficiency of business and production processes. This 

also implies to add value to collected Big Data, 

extracting from them new knowledge, hints, strategies, 

mitigations, and discovering information and 

implications never detected before.  

2.1 Context and Application Scenarios 

The applications of the above-described aspects can 

be experienced in almost any domain of smart city and 

industry: mobility, health, energy, environment, waste, 

chemistry, manufactory, delivering, agriculture, etc. 

The resulting advantages can be for final users, for 

decision makers and thus for city/companies. For 

example, the efficient parking prediction models and 

tools (smart mobility) [13] allow to reduce the social 

cost of parking search, in terms of reduction of fuel 

consumption, producing less NO2 and other pollutants. 

Optimization of services such as waste collection (smart 

environment), which implies a cost reduction by 

reducing the number of trucks/trips needed for waste 

collection. This is an advantage for the quality of life of 

city users, and a reduction of costs for the 

administrators. A second example is related to the 

predictive maintenance in smart industry, Industry 4.0 

[14] for reducing the costs for intervention, due to

unexpected faults and stops of the services/productions.

Predictive maintenance also implies a further reduction

of the production costs by improving company’s

efficiency and resilience. A third example is related to

assess and predict reputation of services (for example:

mobility services, restaurants, museum) from social

media to increase the quality of services, producing

suggestions and thus to reduce pikes in the demand and

promote alternative offers and solutions.

Moreover, one of the main common goals of DSS may 

be to prepare cities and industries to be more resilient to 

the so called unexpected unknown events, natural or 
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provoked disasters, by integrating simulations and 

ML/AI solutions, enabling what-if analysis in quasi real 

time, and increasing resilience and capacity. Reacting 

to unexpected unknown events in faster manner leads to 

the reduction of the recovery costs, thus mitigating the 

overall risks and damages. 

The most relevant challenges for cities in the coming 

years include the energy saving and the ecological 

transitions KPI (Key Performance Indicators), the 

Sustainable Development Goals (SDG) [15] (reported 

in Figure 1), promoting more livable cities according to 

15 Min City Indexes [24] and Driving Urban 

Transitions, DUT, to a sustainable future. 

Figure 1:  Sustainable Development Goals, a part of them 
more related to Snap4City Smart City solutions. 

The Snap4City platform is an open source framework, 

developed by the DISIT Lab of the University of 

Florence (as described in more details in Section 3), 

aiming at satisfying all the requirements and features 

described in the following. 

2.2 Big Data Analytics and Explainable AI 

Big Data Analytics in the last few years rapidly 

evolved and started to be used in complex systems and 

not only to make direct predictions and prescriptions. 

An efficient framework for supporting decision 

makers through AI-based Big Data analytic solutions 

should provide the capability to exploit AI techniques 

(including: short-term and long-term forecasting and 

classification models, suggestion and recommendation 

systems, etc.) to perform system modelling and 

simulation (based on the different applicative 

scenarios). The exploitation of these techniques can be 

used to create solutions for Early warning and what-if 

analysis. They can be used to define resilience 

countermeasures, disaster recovery and to build more 

informed strategies, mitigations and plans. A 

conceptual overview of these topics is illustrated in 

Figure 2. In this view, a relevant role is played by the 

formalization of the scenarios, and in the identification 

of the DSS targets in terms of quality, KPI, SDG, etc.  

Figure 2:  Data Analytics based on AI solutions for decision 
support systems. 

Therefore, Decision Makers started to use the new 

solutions with the expectation and the strong need of 

respecting ethics on data and processes. To this end, 

ML/AI trustworthiness, Data Ethics and AI Ethics 

approaches have been studied and applied in the context 

of decision makers [16]. Data Ethics refers to the 

aspects that may provoke a bias and ethical problems 

since the training phase. For example, training the AI 

with biased data, unbalanced distribution of cases, etc. 

Moreover, specific ML/AI methodologies and solutions 

for Explainable Artificial Intelligence (XAI), are 

presently providing support in this direction [17], since 

they are capable to explain the rationales behind the 

typical results provided (global explainable AI) and 

may provide specific description/rational for each 

result/suggestion provided (local explainable AI). XAI 

typically adds value to the provided decision producing 

hints and discovering implications and correlations 

never detected before. Therefore, as in Snap4City, such 

an integrated approach including ML/AI trustworthy, 

Data Ethics and AI Ethics must be enforced into the 

development process and life-cycle (as depicted in 

Figure 3) of the new smart platforms and solutions. 

Figure 3:  Development life cycle of AI-based smart 
solutions: adopted/suggested by Snap4City platform. 

2.3 Legal Aspects and Privacy 

Any ML/AI/XAI solution (including data ingestion, 

transformation, training, visualization, etc.) has to 

3
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respect data privacy policies. i.e., being compliant with 

GDPR [18], [20] (General Data Protection Regulation 

of the European Commission) and/or similarly 

regulations in other non-European Countries (e.g., the 

California Consumer Privacy, CCPA). These aspects 

have to be addressed since the beginning of the above 

presented life cycle (see Figure 3), when the data 

discovery and data ingestion are performed, and in 

particular in the data analysis phase. This also means 

that the solutions have to respect the Data sovereignty, 

for which the data are subject to the laws and 

governance structures of the nation/country where they 

were collected/produced. Specific licenses can be 

modelled on Snap4City and related development tools 

enable the development of AI, while each single 

implementation has to guarantee the respect of Data 

sovereignty and GDPR. One of the main problems on 

AI may be seen as the need of accessing to specific data 

related to the person behavior, or collective behavior. 

On the other hand, the state of the art literature and the 

long track in data analytics also demonstrated that in a 

large number of cases, surrogated data can be found to 

substitute those that are protected or too private to be 

used (in some cases, at the expenses of a small reduction 

in precision). Specific techniques for anonymization 

preserving static validity may help in this sense and are 

getting a larger diffusion. 

2.4 Requirements 

On the basis of the analysis conducted in the several 

developments of Snap4City solutions, a list of 

requirements for enabling AI-based Big Data analytic 

solutions in decision support systems is proposed. 

Specifically, In the context of IoT Enabled Smart Cities 

and Industry 4.0, the European commission has fostered 

and stimulated the analysis of this kind of requirements, 

for instance: EIP-SCC (https://eu-smartcities.eu/), the 

European Innovation Partnership on Smart Cities and 

Communities; ENOLL 

(https://www.openlivinglabs.eu/), the European 

Network of Living Lab, supporting real-life test-bed 

and experimentation environments. Moreover, the 

Select4Cities (https://www.select4cities.eu/) 

consortium was one of the largest pre-commercial 

procurement, involving the cities of Copenhagen, 

Antwerp and Helsinki, created to identify the best 

solutions putting together the smart city context and the 

living lab and all the defined requirements. Snap4City 

has been the winner of the Select4Cities PCP in the 

2019. 

Requirements of IoT-enabled contexts, use cases and 

scenarios must take into account the complexity due to 

the increasing number and types of data sources, IoT 

protocols and brokers. The goal is to aggregate all these 

kinds of heterogeneous data into well integrated 

representations and tools for decision support to be 

provided in some interactive dashboards and visual 

analytic tools. To this aim, a first important step is 

represented by data collection and storage, which has to 

be compliant with all the afore mentioned protocols and 

formats. Also, semantic storage and triplification is 

required, to infer and build additional knowledge. 

Business intelligence tools are important to enable and 

enhance decision support. Business intelligence may 

request some data analytics, for example to calculate 

alternative routes after closing traffic for example in the 

areas of the city where air quality sensors are giving too 

high values for pollutant concentration, or for example 

in the context of smart parking to forecast free slots, for 

smart waste management to optimize the routes for 

collecting waste for trucks, etc. Finally, the platform has 

to provide complete visualization tools. Visualization 

should be interactive, to send commands from the user 

interface to the processing back-end, selecting some 

data transformation to build business intelligence tools. 

In the following, a list of the identified requirements 

for enabling AI-based Big Data analytic solutions in 

decision support systems is provided: 

• Exploit AI-based Big Data analytics, as discussed

in the previous sub-sections.

• Provide visual interfaces for users, e.g., city

dashboards, visual applications etc., in order to offer

smarter and more accessible services to final users.

• Data-Driven and Event-Driven approach by

enabling IoT solutions, to have the possibility to

implement data-driven applications through the web

without the necessity to install local applications,

exploiting the development of IoT (the Internet of

Things), IoT Edge.

• Collect historical data and provide access through

API and/or microservices. It is also necessary to

build a number of knowledge bases and semantic

ontologies that can be queried and navigated, in order

to understand what is going on in a specific domain.

• Serve as Living Lab, in order to foster open

innovation, collaborative work, sharing of data,

processes, visualization tools, experiences, solutions.

The management of decision-making processes

always involve a community of users, organizations

and stakeholders.

In addition, also the following non-functional

requirements have been identified: 

• Open Source, following the Open Standard for

communication and API.

• Interoperability regarding different kinds of

protocols, formats, internal and/or external API,

capable, with the possibility to be open to proprietary

protocols as well.

• Scalability and Robustness: the architecture should

be distributed and decoupled, modular,

microservice-oriented.

• Security by Design: compliance to HTTPS, TLS

standards and global/local regulations.

• Privacy by Design (User Centric Design):

compliance to GDPR and other global/local
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regulations for data privacy and personal data 

management. 

3. The Snap4City framework

In this section, the Snap4City solution 

(https://www.snap4city.org/) is presented, with the aim 

of responding to the requirements previously defined in 

Section 2. The Snap4City platform allows to collect 

data of any kind (dealing with most file formats and 

protocols) to save them into a Big Data store in which 

they can be queried for recovering specific historical 

data. The same storage can be used to collect data in real 

time and to save data analytic results. An overview of 

the Snap4City architecture is shown in Figure 4. 

(a) 

(b) 

Figure 4:  Overview of the Snap4City functional (a) and 
technical (b) architecture. 

The general workflow includes the following 

activities: 

• Big Data ingestion (historical and real time data

collection and update, data transformation, see the

Data Collection and Data Management layers in

Figure 4b).

• Big Data Analytics AI/XAI tools, including Data

transformation and dataset construction for

implementing ML/DL predictive models training

and validation (see the Operation Layer in Figure

4b).

• Model execution, taking in input the real time data,

and the Model Fit to produce predictions which

could be estimated 24 hour in advance and may be

used to inform the civil protection, municipality,

etc. The resulting model assesses in real time the

probability of landslide events as  early

warning/prediction.

• Visualization of data and results (see the

Presentation layer in Figure 4b) by means of visual 

analytic tools such as Dashboards (exploiting a 

large variety of graphical widgets), Mobile Apps, 

etc. Visualization should be interactive, to send 

commands from the user interface to the processing 

back-end, selecting some data transformation to 

build advanced business intelligence tools.  

In Snap4City, many different activities of the 

previously described workflow, such as data ingestion 

and data analytic processes, are performed by using 

Node-RED applications on docker containers. The 

Node-RED visual language and environment allow to 

create IoT enabled application flows (see the IoT 

Applications Layer in Figure 4b) that can exploit the 

platform MicroServices with a specific node.js library 

[19]. In this way, users can build their own Business 

Logic supporting data-driven/event-driven paradigms. 

Data Analytics processes can be developed by using 

Python and/or Rstudio and be executed through 

dedicated Node-RED IoT Applications. IoT Apps may 

also allow to send alerts via Telegrams, SMS, emails, 

for alerting based on Data Analytics results. 

Considering the requirements presented in Section 

2.4, Snap4City enables AI-based Big Data Analytics, 

respecting ethics and GDPR compliant [20]. Snap4City 

has developed a large number of solutions in the context 

of Smart City and Industry 4.0 [21], [22], [23], serving 

as Living Lab by supporting users, developers and 

organizations to act in the platform at different levels. 

Snap4City fully supports the development of real time 

data analytic processes through trustworthy XAI. 

Snap4City is distributing a number of Open-Source data 

analytics tools and algorithms for: prediction, anomaly 

detection, classification, detection, constrained routing, 

optimization, analysis of demand vs offer of 

transportation. Data Analytics is fully integrated into 

What-IF analysis tools in control rooms, defining 

scenarios and solutions for operators and users. 

4. Real Use Cases

The Snap4City framework is largely employed in 

many real uses cases and scenarios, in a wide number 

of smart cities, municipalities, industry 4.0 and 

companies in many different countries in Europe. The 

solution is applied in several different domains, such as 

mobility, industry 4.0, tourism management, smart 

waste and environment, 3D city digital twin 

representation. In the following, some real uses cases 

are described. 

A data analytics and predictive model use for 

landslide forecasting has been presented in [21]. In this 

use case, the Snap4City platform has been used to 

ingest information from IoT Sensors and Open Data on 

the kind of terrain, the slope, the amount of cumulated 

rain, humidity in the Florence metropolitan area (Italy). 

Several predictive models for early warning have been 

designed, implemented and applied to collected data 

features: Random Forest (RF), eXtreme Gradient 
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Boosting (XGBoost), Convolutional Neural Networks 

(CNN) and Autoencoders different models have been 

assessed, and the XGBoost model resulted to be the best 

in terms of MAE, MSE and RMSE. An overview of this 

use case is illustrated in Figure 5. 

Figure 5: Landslide prediction framework exploiting the 
Snap4City platform. 

Explainable AI tools have then been used to explain 

why a certain level of risk has been estimated by the 

predictive model, and which feature has a higher 

correlation with the result of the prediction. In the 

specific, Shapley values have been used, which measure 

the average expected contribution of each single feature 

with respect to all possible feature combinations. In 

particular, the features that resulted to contribute most 

to the prediction of a landslide event are precipitation 

level, temperature and phreatimetric data. 

Another real use case is related to Industry 4.0. In 

[14], a Deep Learning solution for short term prediction 

of the working status of the Altair chemical plant has 

been presented. A DL model based on Long Short Term 

Memory Neural Networks (LSTM) and CNN has been 

used to provide one hour prediction of the plant status 

and indications on the areas in which the intervention 

should be performed by using explainable AI 

techniques (i.e., Shapley values showing that the most 

relevant features in fault determination were the sodium 

hypochlorite levels and Potable Ferric rate in two 

different lines of the plant). All data and results are 

shown in a maintenance dashboard (see Figure 6) in 

which it is possible to see the number of maintenance 

events in a chosen time period: the average and median 

of the number of hours needed to complete a 

maintenance intervention (intended as the difference 

between the start and end of intervention datetime). 

Figure 6: Maintenace Dashboard for Industry 4.0 Business 
Intelligence. 

In [23] a method based on Bidirectional Long Short-

Term Memory networks (Bi-LSTM) has been 

employed to provide predictions of available bikes in 

bike sharing racks, even with a limited amount of 

historical data. The solution was validated by using data 

collected in bike-stations in the cities of Siena and Pisa 

(Italy). In addition, an analysis of features relevance 

based on SHAP that demonstrated the validity of the 

model for different city cluster behaviors.  

5. Conclusions

In this paper, a study and analysis of concepts to 

enhance decision support systems (DSS) through big 

data visual analytics have been presented.  The main 

results that have been found by reviewing the state of 

the art, report that model-driven approaches for 

implementing DSS cannot properly handle the 

complexity of the many different real-world decision 

problems it must address. However, relying on data-

driven decisions only can also lead to errors and 

failures, as reported in many use cases described in 

literature. To improve the effectiveness of DSS and 

support the Sustainable Development Goals, it is 

necessary to improve the improve the authority of AI-

based decision support, in order to trust and increase the 

automation level of decision-making processes. To this 

aim, requirements have been provided in Section 2 of 

the paper, with a particular focus on discussing aspects 

such as the integration of Explainable AI in Big Data 

analytics, the management of legal aspects and privacy 

issues. In the specific, an efficient framework 

supporting decision makers through AI-based Big Data 

analytic solutions should provide the capability to 

exploit AI techniques to perform system modelling and 

simulation, easily adapting to different applicative 

scenarios. This can lead to smarter solutions for Early 

warning and what-if analysis, improving the 

environment resiliency, the adoption of 

countermeasures etc. To this aim, the Snap4City 

framework has been presented in Section 3, as a 

proposed solution to address all these aspects. Actually, 

the platform provides the capabilities to ingest, store 

and transform Big Data; exploit Big Data Analytics 

AI/XAI tools for implementing and executing ML/DL 

predictive models training and validation; visualization 

of data and results through Dashboards and Mobile 

Apps. In Section 4, a number of use cases have been 

also described to validate the proposed solution in real 

world scenarios and contexts. 
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ABSTRACT
State machine graphical animation (SMGA) is a tool that takes a state picture template and a state
sequence of a state machine as inputs and generates a graphical animation of the state machine by
replacing each state in the sequence with the corresponding state picture made from the state picture
template as an output. SMGA helps humans to discover characteristics of state machines. r-SMGA
is an integration of SMGA and Maude, a formal specification language/tool. Maude is equipped
with various functionalities, such as a reachability analyzer (the search command) and an LTL model
checker. r-SMGA makes it possible to use such Maude functionalities inside r-SMGA. We suppose
that we understand a system/protocol so that we canwrite a formal specification of the system/protocol.
Thus, we know some characteristics of the system/protocol, such as the values that characterize each
state of the state machine. Characteristics that can be observed through the formal specification of
a system/protocol are called shallow characteristics. Even shallow characteristics positively affect
the quality of state picture templates. In this paper, we use an autonomous vehicle merging protocol
as an example to demonstrate the claim. We also rely on some Gestalt principles to design state
picture templates. Based on our design and Gestalt principle, we describe how to discover deeper
characteristics of the statemachine that formalizes the protocol with r-SMGAand how to filter out false
characteristics with the search command available in r-SMGA if characteristics are likely invariant
properties. In addition to invariant properties, there are some other important classes of properties
with respect to state machines, such as leads-to properties. We change the behavior of each vehicle
(such change does not affect the essence of the protocol) and find that the protocol does not enjoy a
leads-to property with the model checker available inside r-SMGA, finding a counterexample. The
loop part of the counterexample is graphically animated, which makes us comprehend reasons why
the protocol does not enjoy the property and come up with a revised version that enjoys the property.

© 2023 KSI Research

1. Introduction
Statemachine graphical animation (SMGA) [20] is a tool

to visualize a system/protocol formalized as a state machine.
The input of SMGA is a state picture template (designed by
humans) and a state sequence (generated from a formal spec-
ification of a system/protocol by Maude, a formal specifica-
tion language/tool [17]). The output is a graphical animation
of the state machine by replacing each state in the sequence
with the corresponding state picture made from the state pic-
ture template. SMGA can aid humans in discovering charac-

⋆The present paper is an extended and revised version of the paper [6]
presented at DMSVIVA 2022

∗Corresponding author

teristics of systems/protocols [2, 7, 9, 18] through observing
their graphical animations. r-SMGA [10] is an integration of
SMGA and Maude. Maude is equipped with various func-
tionalities, such as a reachability analyzer (the search com-
mand) and an LTL model checker, were LTL stands for lin-
ear temporal logic. r-SMGA makes it possible to use such
Maude functionalities inside r-SMGA, and to automatically
generate a state sequence from a Maude specification. The
present paper reports on a case study in which r-SMGA is
mainly used. Because designing state picture templates is
the key task in r-SMGA [9], it is worth investigating this
task. In this paper, we describe how to design state pic-
ture templates for r-SMGA by using a concrete non-trivial
example, a revised version [16] of the autonomous vehicle
merge protocol proposed by Aoki and Rajkumar [1]. The
original protocol proposed by Aoki and Rajkumar is called
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the AR protocol, while the revised version is called the r-
AR protocol. The AR protocol depends on realtime infor-
mation, while the revised version does not. The reason why 
Liu, et al. [16] made the revised version non-realtime was 
because they would like to focus on more basic mechanisms 
that have nothing to do with realtime and to this end, it would 
be reasonable to remove any realtime information on which 
the AR protocol relies. The goal of the AR protocol is to 
control autonomous vehicles to avoid crashing each other at 
a merge point where two lanes (a through lane and a non-
through one) are merged, and so does the r-AR protocol.

To handle the goal of the r-AR protocol, the authors [16] 
use statuses for each vehicle. Let us briefly describe how 
each vehicle changes its status in the protocol. Each vehi-
cle on each of the through and non-through lanes is initially
in the running status, meaning that it is enough far from the 
merge point and it may go over the vehicles running in front
of it. When it gets enough near the merge point, its status
changes to the approaching one. When a vehicle is in the 
approaching status, we suppose that it never goes over the 
vehicles running in front of it. The vehicle on each lane just 
in front of the merge point will pass through the merge point 
or stop just before the merge point. In other words, if the
former occurs, the vehicle’s status changes to crossing; oth-
erwise, it changes to stopped. Finally, when a vehicle passed 
the merge point, its status changes to crossed from the cross-
ing status.

In the paper, we describe graphical animations of the r-
AR protocol, where the main idea is to visualize each vehi-
cle’s status with its lane (i.e., through or non-through) based 
on Gestalt principles. We design state picture templates of 
the r-AR protocol based on these ideas and shallow charac-
teristics of the protocol (obtained via its specification). By 
observing graphical animations, we conjecture some deep 
characteristics of the r-AR protocol to show that Gestalt prin-
ciples is one factor affecting the design of state picture tem-
plate.

In the formal verification of the r-AR protocol, we sup-
pose that a small number of vehicles participate in the r-AR 
protocol, and each vehicle on each of the through and non-
through lanes passes through the merge point once; and only 
consider invariant properties as desired properties. There are 
some more non-invariant desired properties of the r-AR pro-
tocol. One such possible property is that vehicles approach-
ing the merge point or stopping just in front of the merge 
point on each lane will eventually pass through the merge 
point. The property belongs to a class of liveness properties, 
precisely leads-to properties, and is called the lockout free-
dom property in this paper. We use the Maude LTL model 
checker (integrated into r-SMGA) such that the r-AR pro-
tocol enjoys the lockout freedom property; and do not find 
any counterexamples. The result is not surprising because 
a small number of vehicles participate in the r-AR proto-
col and each vehicle passes through the merge point once. 
Thus, we modify the formal specification of the r-AR proto-
col such that each vehicle repeatedly tries to pass through the 
merge point. In other words, when each vehicle running on

each lane has passed through the merge point, it goes back
to the running status and repeatedly runs following the pro-
tocol’s behavior. When we model check that such version
enjoys the lockout freedom property, we find a counterex-
ample whose form is a finite sequence of states plus a finite
loop of states. We newly design the state picture template for
the modified formal specification of the r-AR protocol. We
also revise r-SMGA so that it can handle the finite loop of
states in a counterexample. By observing the graphical ani-
mation of the finite loop of states, we notice reasons why the
modified version does not enjoy the lockout freedom prop-
erty. We then revise the r-AR protocol and model check that
the revised version of the r-AR protocol enjoys the lockout
freedom property, finding no counterexamples.

The present paper is an extended and improved version
of the paper [6] accepted by DMSVIVA 2022. New con-
tributions of the present paper that are not described in the
DMSVIVA 2022 paper [6] are as follows:

• The formal specification of the r-AR protocol is mod-
ified such that each vehicle repeatedly tries to pass
through the merge point;

• The state picture template is newly designed for the
modified specification and new tips for designing state
picture templates are discovered;

• A counterexample is found for the lockout freedom
property for the r-AR protocol under the assumption
that each vehicle tries to pass through the merge point
repeatedly;

• r-SMGA is revised so that it can deal with the finite
loop of states in a counterexample;

• By observing the graphical animation of the finite loop
of states, we find reasons why the lockout freedom
property is broken for the r-AR protocol under the as-
sumption; and revise the r-AR protocol so that the lock-
out freedom property is satisfied under the assump-
tion.

The rest of the paper is structured as follows. Section 2
mentions state machines, Maude, r-SMGA, andGestalt prin-
ciples as preliminaries. Section 3 introduces the r-AR pro-
tocol and its specification in Maude. In Section 4, we de-
scribe in detail how to design the state picture template of the
r-AR protocol. By observing graphical animations gener-
ated based on the state picture template, we then guess some
characteristics (likely invariant properties) of the r-AR pro-
tocol; and confirm them with the Maude search command
integrated into r-SMGA in Section 5. Section 6 describes
how we modify the formal specification of the r-AR proto-
col, model check the lockout freedom property of the mod-
ified protocol, show graphical animations of the counterex-
ample, and explain reasons why the modified protocol does
not enjoy such property. In Section 7, we revise the modified
protocol so that it can enjoy the lock out freedom property.
Section 8 mentions some related work. Finally, we conclude
the present paper in Section 9.
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2. Preliminaries
We briefly describe state machines, Maude, r-SMGA,

and some Gestalt principles for readers to better follow the
content of the paper.
2.1. State Machines and Maude

A state machineM is defined as ⟨S, I, T ⟩, where S is a
set of states, I ⊆ S is the set of initial states, and T ⊆ S ×S
is a binary relation over states. We call (s, s′) ∈ T a state
transition, where s, s′ ∈ S. The set of reachable states with
respect to M is inductively defined as follows: (1) I ⊆ R
and (2) if (s, s′) ∈ T and s ∈ R, then s′ ∈ R. A state
predicate p is an invariant property with respect toM if and
only if p(s) holds for all s ∈ R. A finite sequence of states
s0,… , si, si+1,… , sn is called a finite computation of M if
s0 ∈ I and (si, si+1) ∈ T for each i = 0,… , n − 1.

There are many possible ways to express a state s ∈ S.
In the paper, we use a braced associative-commutative col-
lection of name-value pairs. Associative-commutative col-
lections are called soups, and name-value pairs are called ob-
servable components. Then, a state is expressed as a braced
soup of observable components and the juxtaposition opera-
tor is used as the constructor of soups. Suppose oc1, oc2, oc3
are observable components, and then oc1 oc2 oc3 is the soup
of those three observable components. A state can be ex-
pressed as {oc1 oc2 oc3}. There are also many possible
ways to specify state transitions. One possible way is to use
Maude [17], a programming/specification language based on
rewriting logic, to specify them as rewrite rules. A condi-
tional rewrite rule (or just a rule) is in the form as follows:
crl [lb] : l => r if … /\ ci /\ …

where lb is the label given to the rule and ci is a part of thecondition, which may be an equation lci = rci. The negationof lci = rci could be written as lci =/= rciMaude provides the search command for reachability anal-
ysis that allows finding a state reachable from one state init
such that the state matches the pattern p and satisfies the con-
dition c. The command can be expressed as follows:
search [n,m] in MOD ∶ init =>* p such that c .
where n and m are a number of solutions and a bounding
depth of a state space of a state machine under analysis, re-
spectively; n is often 1 whilem is often omitted meaning that
the depth under traversal is not fixed; MOD is the name of
the Maude module specifying the state machine; init, p, and
c are the starting state, the pattern, and the condition, re-
spectively. init typically is an initial state of a state machine
under verification. The search command can be used as an
invariant model checker. The patten p and the condition c
are used to express the negation of an invariant property or
a state predicate under verification.

Maude is also equippedwith an LTLmodel checker, where
LTL stands for linear temporal logic. We suppose that read-
ers are familiar with LTL and Kripke structures [11]. We
need to use the LTL model checker so as to formally ver-
ify that a system/protocol formalized as a Kripke structure,

an extension of state machines, enjoys a liveness property
that can be expressed as an LTL formula. Note that invari-
ant properties can be expressed as LTL formulas. When we
would like to formally verify that such a system/protocol,
where init is the only initial state, enjoys a liveness property
expressed as an LTL ', the following command is used:
reduce modelCheck(init, ') .

Maude returns true if the system/protocol satisfies '. Other-
wise, a counterexample is returned, which has the form of a
finite sequence of states and a finite loop of states. When a
system/protocol has multiple initial states, it suffices to con-
duct the model checking experiment for each initial state so
that we can model check that the system/protocol enjoys the
property.
2.2. Revised State Machine Graphical Animation

(r-SMGA)
Bui, et al. [10] have integrated SMGA and Maude, ex-

tending/revising SMGA. The extended/revised version of SMGA
is called r-SMGA. Some functionalities of Maude, such as
the search command and the LTLmodel checker, can be used
inside r-SMGA. For r-SMGA, inputs are a formal specifica-
tion of a system/protocol in Maude and a state picture tem-
plate. r-SMGA allows human users to flexibly generate finite
computations and store them as a list. For example, human
users can give the depth of each finite computation being
generated and generate the graphical animation of one of the
finite computations generated before. r-SMGA also makes it
possible to extract states from multiple finite computations
generated so far by using a given associative-commutative
(AC) pattern. Furthermore, r-SMGA allows human users to
use some interactive features when observing graphical an-
imations, such as focusing on some observable components
that users are interested in.

r-SMGA uses DrawSVG [14] as SMGA does. Thus, r-
SMGA as well as SMGA requires human users to design
state picture templates. We suppose that a formal specifica-
tion of a protocol/system under consideration has been writ-
ten by a human user. Thus, a braced soup of observable com-
ponent, how to express/formalize each state, can be used to
design a state picture template. Our approach to designing a
state picture template or visualizing a state is as follows. As
mentioned, a state is formalized as a braced soup of observ-
able components, such as {oc1 oc2 oc3}. Thus, it suffices to
visualize each observable component (such as oc1, oc2, oc3)
to visualize a state. Then, we design a visualization template
for each observable component to design a state picture tem-
plate. Multiple instances of an observable component may
be used, and even if that is the case, it suffices to design a vi-
sualization template for each observable component but not
for each instance of it, where an observable component cor-
responds to a type and its instances correspond to values of
the type. Fixing values used in an observable component, an
instance of the observable component is made, and then a vi-
sualization template for an observable component becomes
a concrete visualization object. Basically, there are two pos-
sible ways to visualize observable components: (1) textual
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instruction turn_left

Figure 1: An example of an observable component traffic-sign,
where the left-hand side is the state picture template and the
right-hand side is one concrete state picture

Figure 2: An example before applying gestalt principles

display and (2) visual display. Note that an instance of an
observable component can be displayed in both (1) and (2).
Option (1) displays values of an observable component in-
stance as texts, while option (2) displays them as visual ob-
jects where such visual objects (such as circles and arrows
designed by humans) correspond to the values.

For example, let us consider an observable component
(traffic-sign: instruction), where traffic-sign is the name
and instruction is the value that can be one of turn_left,
go_straight, and turn_right. Therefore, there are the three
instances: (traffic-sign: turn_left), (traffic-sign: go_straight)

and (traffic-sign: turn_right). The observable compo-
nent simulates a traffic sign that orders a vehicle to turn left,
go straight or turn right. The left-hand side of Figure 1 shows
a possible state picture template of the observable compo-
nent, while the right-hand side shows the state picture of the
instance (traffic-sign: turn_left). For the state picture,
the observable component is displayed in both (1) and (2) as
seen.
2.3. Gestalt Principles

Gestalt principles [24, 25] are a collection of principles,
such as the common region and the similarity principles, re-
lated to visual perception of humans about grouping. Let us
use some concrete examples to describe the two principles
in Gestalt principles. Taking a look at Figure 2, we can rec-
ognize that there are one group including six hearts. Based
on the common region principle (grouping elements that are
in the same closed region), Figure 3 can help us to recog-
nize that there are three groups where each group contains
two hearts. Similarly, based on the similarity principle (hu-
mans tend to build a relationship between similar elements
via basic elements, such as color and size), Figure 4 and Fig-
ure 5 can also help us to recognize that there are three groups
where each group contains two hearts, where Figure 4 uses
color while Figure 5 uses size.

3. The r-AR Protocol
In this section, we first describe the r-AR protocol and its

specification in Maude. We then introduce the observable
components that are used to visualize the protocol.

Figure 3: An example after applying the common region prin-
ciple

Figure 4: An example after applying the similarity principle
(using color)

Figure 5: An example after applying the similarity principle
(using size)

Merge 
point

through lane

non-through lane

Figure 6: A merge point

3.1. Protocol Descriptions
S.Aoki andK. Rajkumar [1] have proposed an autonomous

vehicle merging protocol (called the AR protocol) with two
lanes called through and non-through lanes as depicted in
Figure 6. The horizontal line refers to the through lane, the
diagonal line refers to the non-through lane, and the intersec-
tion of those two lanes is called the merge point. Vehicles on
both lanes are supposed to run toward the merge point and
in one direction only. At the merge point, vehicles are con-
trolled so that they never collide with each other. In other
words, the protocol guarantees at most one vehicle located
at the merge point.

In the original protocol, there are two versions corre-
sponding to two traffic environments: (1) only autonomous
vehicles on the traffic (homogeneous traffic), and (2) autonomous
vehicles and human-driven vehicles on the traffic (heteroge-
neous traffic). Liu, et al. [16] have revised the first version
such that the revised version (called the r-AR protocol) does
not rely on any real-time information, such as speed of vehi-
cles running on both lanes. There are two modes in the r-AR
protocol: prioritized and fair. In the prioritized mode, vehi-
cles on the non-through lane (or non-through lane vehicles)
cannot enter the merge point if some vehicles on the through
lane (or through lane vehicles) are approaching the merge
point. Basically, there are three situations in the prioritized
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Merge 
point

through lane

non-through lane
sto

p!

Figure 7: A case that a non-through lane vehicle stops before
the merge point because of having some through lane vehicles
approaching the merge point

Merge 
point

enough 
space

Wait u
ntil t

here is 

enough sp
ace!

through lane

non-through lane

Figure 8: A case where there is enough space on the through
lane for a non-through lane vehicle to enter the merge point

mode:
1. If some through lane vehicles are approaching themerge

point and there is not enough space between any of
two adjacent vehicles, then non-through lane vehicles
must stop before the merge point until all through lane
vehicles have passed through the merge point. Fig-
ure 7 is an example of this case.

2. If no through lane vehicle is approaching the merge
point, non-through lane vehicles can enter the merge
point.

3. If there is enough space between two adjacent through
lane vehicles, then non-through lane vehicles can use
the space to enter the merge point. Figure 8 is an ex-
ample of this case.

When the traffic of the through lane becomes congested, the
prioritized mode changes to the fair mode. In the fair mode,
through and non-through lane vehicles can enter the merge
point alternately. If the traffic of the through lane becomes
less congested, themode changes back to the prioritizedmode.

In the r-AR protocol, each vehicle is assigned one of the
following five values as its status:

• running: when a vehicle is far away from the merge
point, its status is running.

• approaching: when a vehicle gets close to the merge
point, its status changes from running to approaching.

• stopped: when a vehiclemeets some conditions, it stops
before the merge point and its status changes from
approaching to stopped.

• crossing: if a vehicle has just entered the merge point,
its status changes from approaching or stopped to crossing.

• crossed: when a vehicle has passed the merge point,
its status changes from crossing to crossed.

Each vehicle whose status is running or crossed on each
lane may go over those running on the same lane in front
of it, while we suppose that each vehicle whose status is
approaching never does so. Note that each vehicle whose
status is stopped or crossing does not do so if the proto-
col works as intended. Therefore, we formalize the vehi-
cles whose statuses are approaching, stopped, or crossing on
each lane as a queue. In what follows, we will write that
the through lane and the non-through lane are formalized as
queues, which means that the vehicles on each lane whose
statuses are approaching, stopped or crossing are maintained
by putting them into a queue. The queue that consists of
through lane vehicles is called the queue of the through lane
or the through lane queue, while the queue that consists of
non-through lane vehicles is called the queue of the non-
through lane or the non-through lane queue. The through
lane queue may consists of dummy vehicles. Congested traf-
fic is defined as follows: the number of through lane vehicles
whose statuses are approaching or stopped becomes greater
than a specific number, making themode fair. Otherwise, the
mode is prioritized. In the fair mode, there is a turn for the
through lane and the non-through lane. If the turn is through
lane, then through lane vehicles have a higher priority to en-
ter the merge point. If the turn is non-through lane, then
non-through lane vehicles have a higher priority to enter the
merge point. The turn is basically alternately changed be-
tween through lane and non-through lane in the fair mode.
Therefore, vehicles on both lanes can enter the merge point
alternately in the fair mode based on the turn.

The left-most flowchart in Figure 9 shows how statuses
of through lane vehicles are changed. The changes between
vehicle statuses, e.g., from running to approaching, are rep-
resented by arrows, possibly with some conditions that are
not shown in the figure. The following describes in detail
the conditions for changing the status of through lane vehi-
cles. A vehicle status changes from running to approaching if
the through lane vehicle gets close to the merge point. The
status of a through lane vehicle approaching the merge point
changes from approaching to stopped, which means that the
vehicle must stop just before the merge point, if either:

• there is another vehicle at the merge point, or
• when the protocol is in the fair mode and currently the

turn is non-through lane.
The status of a through lane vehicle approaching the merge
point changes from approaching to crossing, which means
that the vehicle enters the merge point, if either:

• when the protocol is in the prioritized mode and there
is no vehicle at the merge point, or

• when the protocol is in the fair mode, the current turn
is the through lane and there is no vehicle at the merge
point.
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Figure 9: Transitions of status of through lane vehicles, non-
through lane vehicles, and dummy vehicles (spaces).

The status of a through lane vehicle stopping the merge point
changes from stopped to crossing, which means that the ve-
hicle enters the merge point, if either:

• when the protocol is in the prioritized mode and there
is no vehicle at the merge point, or

• when the protocol is in the fair mode, the current turn
is through lane and there is no vehicle at the merge
point, or

• when the protocol is in the fair mode, the current turn
is non-through lane, there is no vehicle at the merge
point, and there is no non-through lane vehicle in the
non-through lane queue, which implies that there is no
vehicle on the lane just before the merge point.

Vehicle status changes from crossing to crossed if the through
lane vehicle whose status is crossing has passed the merge
point.

Each space is assigned one of the three statuses: unspace,
space, and yield, referring to the space that is not in the
queue, is in the queue, and has just been out of the queue, re-
spectively. Spaces on the through lane are treated as dummy
vehicles running on the through lane, while it is unneces-
sary to explicitly deal with spaces on the non-through lane.
The right-most flowchart in Figure 9 shows how the status
of a space changes. As depicted in the figure, the status
unspace cannot directly change to the status yield. For the
change of the statuses of non-through lane vehicles (the mid-
dle flowchart in Figure 9) and dummy vehicles/spaces (the
right-most flowchart in Figure 9), please refer to [16] in de-
tail.
3.2. Formal Specification of the r-AR Protocol in

Maude
Liu, et al. [16] have formally specified the r-AR proto-

col as a state machine in Maude. Two lanes that are close
to the merge point are formalized as two queues of vehicles.
The non-through lane queue consists of only real vehicles.
Whereas, the non-through lane queue consists of real vehi-
cles and spaces (also called dummy vehicles in this paper).
The observable components used to formalize the r-AR pro-
tocol are as follows:

• (lane[l]: q) - l is one of through and nonThrough, cor-
responding to the through lane and the non-through
lane, respectively. q is a queue of (possibly dummy)
vehicle IDs. Initially, q is empq (denoting the empty
queue) for both lanes.

• (v[id]: l, vs) - id is a vehicle ID (possibly a dummy
vehicle ID). l and vs are the lane and the status in-
formation, respectively, of the vehicle ID. id is in the
form of either v(i) when it is a real vehicle, or dv(i)
when it is a dummy vehicle, where i is a natural num-
ber distinguishing the vehicle from each other. l is
either through or nonThrough. For real vehicles, vs is
running, approaching, stopped, crossing, or crossed; ini-
tially, vs is running. For dummy vehicles, vs is unspace,
space, or yield; initially, vs is unspace.

• (crossing?: b) - it represents whether there exists a
vehicle crossing the merge point. If so, b is true; oth-
erwise, it is false. Initially, b is false.

• (mode: m) - it represents the mode in the r-AR proto-
col. m is one of prioritized and fair corresponding to
the prioritized mode and the fair mode, respectively.
Initially, m is prioritized.

• (turn: l) - it represents the turn when the system is in
the fair mode. l is one of through and nonThrough corre-
sponding to the turn of through lane and non-through
lane, respectively. Initially, l is through.

• (#uvcs: n) - it represents the number of vehicles that
have not yet passed the merge point. n is a natural
number. Initially, n equals the number of vehicles par-
ticipating in the protocol. It is reduced by one when a
vehicle has just passed the merge point. When n is 0,
all vehicles have crossed the merge point.

• (gstat: f) - it indicates that all vehicles have passed
the merge point. When all vehicles have passed the
merge point, f is fin; otherwise, it is nFin. Initially, f
is nFin.

Suppose that there are two vehicles participating in the non-
through lane, and four vehicles and two spaces participating
in the through lane. If so, the initial state can be expressed
as follows:
(gstat: nFin) (#ucvs: 6) (crossing?: false)

(mode: prioritized) (turn: through)

(lane[through]: empq) (lane[nonThrough]: empq)

(v[v(0)]: through,running) (v[v(1)]: through,running)

(v[v(2)]: through,running) (v[v(3)]: through,running)

(v[v(4)]: nonThrough,running) (v[dv(0)]: through,unspace)

(v[v(5)]: nonThrough,running) (v[dv(1)]: through,unspace)

Asmentioned in the previous sub-section, there are some
specific conditions onwhich a status of a vehicle (including a
dummy one) changes to another. In the formal specification,
rewrite rules in Maude are used to describe state transitions,
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in which such conditions are embedded. We show here one 
of the rewrite rules with which the status of a through lane 
vehicle changes to crossing from stopped:
rl [enter-fairN-T] :
{(v[v(I)]: through,stopped) (lane[through]: (v(I) ; TQ))

(lane[nonThrough]: empq) (mode: fair)

(turn: nonThrough) (crossing?: false) OCs}

=> {(v[v(I)]: through,crossing) (mode: fair)

(lane[nonThrough]: empq) (turn: nonThrough)

(lane[through]: (v(I) ; TQ)) (crossing?: true) OCs} .

where I, TQ, and OCs are Maude variables of natural numbers,
queues, and soups of observable components, respectively.
The rewrite rule says that if mode is fair, turn is nonThrough,
crossing? is false, the non-through lane queue is empty, and
the top vehicle on the through lane is v(I) whose status is
stopped, then v(I) changes its status to crossing, and crossing?

is updated to true. Meanwhile, in the fair mode, the non-
through lane vehicle v(I) goes into the merge point when no
through lane vehicle is the through lane. The other rewrite
rules can be written likewise. The complete specification of
the protocol is available at the URL1.

4. Designing a State Picture Template of the
r-AR Protocol
Designing state picture templates is the key task in r-

SMGA and also a non-trivial task [9]. If a state picture tem-
plate is too simple (it contains texts only [8]) or too com-
plex (it contains many values for each observable compo-
nent [9]), it takes so much effort to conjecture characteris-
tics when observing graphical animations. This section first
describes how to design the state picture template using the
r-AR protocol as an example. We then show some factors
affecting the design of the state picture template. The state
picture template of the r-AR protocol is finally shown.
4.1. Idea

We suppose that we have formally specified a system/protocol
as a state machine under visualization as described, namely
that each state is formalized as a braced soup of observable
components (precisely observable component instances) and
state transitions are written in rewrite rules. The assumption
implies that we comprehend the system/protocol such that
we can make such a formal specification in Maude. We can
design a state picture template based on observable compo-
nents. Some previous work [7, 8, 9] have pointed out the use-
fulness of their state picture templates and also given some
tips to make a good state picture template. In the present
paper, we mainly use some of such tips for our design and
summarize them as follows:

• Values of observable components should be visual-
ized as much as possible.

1https://github.com/rSMGA/AVMP/blob/main/avmp.maude

• When an observable component has only two kinds of
values, it should be visually/graphically represented as
a light bulb.

• If a value of an observable component does not change,
it should be expressed as a fixed label.

It is not necessary to visualize all observable components
used. For example, we do not need to visualize the observ-
able component (crossing?: b) (hereinafter referred to as
crossing? and the same for other observable components).
This is because we can easily know its value by checking if
there is a vehicle at themerge point. We can also easily know
the value of the observable component #ucvs by checking if
there exist some vehicles on the two lanes. Hence, we do
not need to visualize such observable component. Each of
the observable components turn, gstat, and mode should be
visualized as a light bulb as described. The lane information
of each vehicle (either through or nonThrough) should be vi-
sualized as a fixed label. The remaining observable compo-
nents needed to be visualized are the observable components
lane[through], the lane[nonThrough], and v[vid].In the rest
of this section, we describe how to visualize them and show
the final version of a state picture template of the r-AR pro-
tocol.

Furthermore, by observing graphical animations based
on earlier drafts of the state picture template of the r-AR pro-
tocol, we comprehend that when the mode is prioritized, the
turn observable component does not affect vehicles entering
the merge point. Note that this shallow characteristic can be
extracted from specification, however, there are many shal-
low characteristics that may be overlooked by human users.
Therefore, we design two observable components turn and
mode following this characteristic. The idea is that when the
mode is prioritized, we do not display the observable com-
ponent turn. Note, to design the state picture template in the
present paper, we use some Gestalt principles [24, 25] (such
as, the common region principle for elements in the queues
of both lanes, and the similarity principle using colors for
the status of vehicles, e.g., stopped). In the next sub-section,
we describe designs of observable components and a state
picture template of the r-AR protocol.
4.2. Designing a State Picture Template

Figure 10 shows fully our proposed state picture tem-
plate. We suppose that there are four vehicles and two spaces
participating in the through lane, and two vehicles participat-
ing in the non-through lane based on the init mentioned in
Section 3. Figure 11 is our idea for visualizing the through
and non-through lanes with vehicles. In the figure, the verti-
cal rectangle and the horizontal rectangle represent the non-
through and through lane, respectively; the red region repre-
sents the merge point; two arrows represent two meanings:
(i) the directions and (ii) the turns of two lanes. The shapes
of the arrows refer to (i) while the colors of the arrows re-
fer to (ii), where the light-yellow color and the light-blue
color indicate the turn of non-through and through lane vehi-
cles, respectively; circles with numbers inside represent ve-
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Figure 10: A state picture template for the r-AR protocol (1)

Figure 11: An idea of visualization of through and non-through
lanes with vehicles

Figure 12: A concrete example of our proposed visualization
for both lanes with vehicles

hicles with their IDs inside; white (or blank) circles represent
spaces; blue and yellow circles represent through and non-
through lane vehicles, respectively; pink circles represent
vehicles whose status is stopped. Figure 12 shows two lanes
when the value of the observable component lane[through]
is v(2);v(1);dv(1) and the value of the observable compo-
nent lane[nonThrough] is v(5);v(4), where the semi-colon is
used as the constructor of non-empty queues and the left-
most is the top of each queue. In the figure, the status of v(1),
v(2), v(4), v(5), and dv(1) are approaching, approaching, approaching,
stopped, and space, respectively. Note that our design can
help users to recognize a case such that two vehicles on both
lanes collide at the merge point.

In Figure 10, as mentioned, both arrows indicate the turn
of both lanes. In the prioritized mode, the light-blue arrow
(nearing the through lane) and the white arrow (nearing the
non-through lane) are displayed. In the fair mode, the text
“congested!” is displayed and the arrows are displayed fol-
lowing the observable component turn, for example, if the
value of turn is nonThrough, the light-yellow arrow (near-
ing the non-through lane) and the white arrow (nearing the
through lane) are displayed. The rectangle in the left-most

side of Figure 10 contains the vehicles and the spaces whose
statues are crossed and yield, respectively. The rectangle in
the right-most side of Figure 10 contains the vehicles and the
spaces whose statues are running and unspace, respectively.
The oval with the text “Finished” inside refers to the observ-
able component gStat. When the value of gStat is fin, the
oval is displayed; otherwise, it is not displayed.

Finally, our proposed design can be extended for more
vehicles participating in the protocol. Users can designmore
squares when the number of squares can meet a case such
that all vehicles are in the lane at the same time. For example,
there are five vehicles and five spaces participating in the
through lane, we need to prepare 10 positions (excluding the
merge point) for a case that all of them are put into the queue.
We prepare the state picture template shown in Figure 13
for a case in which there are five vehicles and five spaces in
the through lane, and five vehicles in the non-through lane.
Users can utilize it when the number of vehicles is up to five.
Figure 14 shows a case that all through lane vehicles are in
the queue. Note that we fix IDs of vehicles in the through
and non-through lane from 0 to 4 and 5 to 9, respectively.
Therefore, users need to configure the initial state for such
restriction.

5. Confirmation of Guessed Characteristics of
the r-AR Protocol and Some Lessons
Learned
In this section, we show the usefulness of our proposed

designwith factors (such as Gestalt principles) via conjectur-
ing characteristics of the r-AR protocol. Finally, we confirm
such characteristics by Maude search command integrated
into r-SMGA.
5.1. Guessing Characteristics of the r-AR Protocol

Let us repeat that all examples are generated from the
init as shown in Figure 10. We may recognize some char-
acteristics of a protocol/system when formally specifying it.
Graphical animations of the protocol/system make it possi-
ble to re-confirm such characteristics that are called shal-
low characteristics in the paper. It is worth doing so be-
cause formal specifications and state picture templates are
supposed to be made by human beings who are subject to
errors. Human errorsmay be detected by re-confirming shal-
low characteristics through observing graphical animations.
For example, the following are two such shallow character-
istics of the r-AR protocol that can be re-confirmed by ob-
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Figure 13: A state picture template for the r-AR protocol (2)

Figure 14: A state picture of when all through lane vehicles are in the queue

serving graphical animations, such as one of them shown in
Figure 15:

• Characteristic 0.1: The turn is not concerned when the
protocol is in the prioritized mode.

• Characteristic 0.2: There exists a case such that there
is one vehicle whose status is approaching in the non-
through lane, but this status changes to stopped even
no vehicle is in the through lane.

Note that there are two sequences (two consecutive states
for each) shown in Figure 15 obtained from two different
sequences of states generated from the formal specification.

To conjecture some other characteristics, we use some
tips [9]. They say that focusing on one or two observable
components can help us to guess some relations of such ob-
servable components. We concentrate on two lanes and dis-
cover characteristics, some of which are as follows:

• Characteristic 1: There is at most one vehicle whose
status is stopped in each lane.

• Characteristic 2: There are two vehicles whose sta-
tuses are stopped on both lanes, respectively, no vehi-
cle is at the merge point.

• Characteristic 3: There are at most two vehicles whose
statuses are stopped in the protocol.

Figure 15: Some state pictures for Characteristic 0.2

To find the characteristics above, color is the main factor.
Based on the colors designed based on the similarity princi-
ple, we can observe that there exists at most one light-pink
color on each lane shown in Figure 16. Characteristic 3 can
be conjectured based on two characteristics 1 and 2. The
following characteristics are found by focusing on vehicles
whose status is stopped.
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Figure 16: A piece of a finite computation

• Characteristic 4.1: If there is one vehicle whose status
is stopped on the non-through lane and some vehicle is
at the merge point, then this vehicle is on the through
lane or the through lane queue is not empty.

• Characteristic 4.2: If there is one vehicle whose sta-
tus is stopped on the through lane and some vehicle
is at the merge point, then this vehicle is on the non-
through lane or the non-through lane queue is not empty.

5.2. Confirmation of Guessed Characteristics
Characteristics guessedwith r-SMGAmay bewrong. The

search command functionality available in r-SMGA makes
it possible to check if there exists a counterexample for each
characteristic. Note that we do not prove each characteristic
and then a guessed characteristic for which no counterexam-
ple is found with the functionality may be wrong. Proof of
characteristics for protocols/systems is out of the scope of
the pater. For those who are interested in the topic, please
refer to [5]. To sum up, when characteristics are confirmed
(no counterexample is found) in the section, they are guar-
anteed for the case whose initial state is expressed as init

as shown in Figure 10. The syntax of the functionality is
the same as what is mentioned in Section 2. The following
command is used to confirm Characteristic 1.
search [1] in AVMP : init =>*

{(v[X:Vid]: l1:Lane, stopped)

(v[Y:Vid]: l1:Lane, stopped) OCs:Soup{OComp}} .

where AVMP is the name of Maude module; X:Vid and Y:Vid

are Maude variables of vehicle IDs; l1:Lane is a Maude vari-
able of lanes; and OCs:Soup{OComp} is a Maude variable of
observable component soups. The search command tries to
find a reachable state from init in which there are two differ-
ent vehicles whose statuses are stopped on one lane. If there
is no such a reachable state from init, Characteristic 1 is
an invariant property for the case whose initial state is init.

It does not return any solution, meaning that no counterex-
ample is found for the characteristic. Note that we use the
Maude search command integrated into r-SMGA as shown
in Figure 17 for Characteristic 1.

To confirm Characteristics 2 and 3, we use two com-
mands as shown in Figure 18 and Figure 19, respectively.
Each search command tries to find a reachable state that sat-
isfies the corresponding pattern. They do not return any so-
lution, meaning that no example is found for the two char-
acteristics. Similarly, to confirm Characteristics 4.1 and 4.2,
we use two commands as shown in Figure 20 and Figure 21,
respectively. The two commands also do not return any so-
lution, meaning that no counterexample is found for the two
characteristics.

Note that we need to confirm all guessed characteris-
tics because human users may overlook flawed cases. One
flawed characteristic we have conjectured is as follows: when
there is a non-through lane vehiclewhose status is approaching,
the next status of the vehicle is always stopped whenever
its status changes. The characteristic cannot be expressed
as an invariant property and then it is impossible to check
the characteristic with the search command. We should use
the Maude LTL model checker that is available in r-SMGA.
When we use the Maude model checker in r-SMGA to con-
firm it, r-SMGA returns a counterexample. The counterex-
ample says that the status of a non-through lane vehicle can
change to crossing from approaching when the mode is fair

and the turn is nonThrough.

6. A Flawed Case of the r-AR Protocol
Beside invariant properties of a state machine, there are

liveness properties, such as leads-to properties. In this sec-
tion, we will check whether the r-AR protocol satisfies a
property called the lock-out freedom that can be expressed
as a leads-to property. An informal description of the prop-
erty says that when a vehicle approaches or stops just before
the merge point, it will eventually go into the merge point.

If there are a few vehicles running on the two lanes and
each vehicle tries to go through the merge point once, the
r-AR protocol enjoys the lock-out freedom property. There-
fore, wemodify the behavior of each vehicle as follows: when
the status of each vehicle is crossed, it will change to running,
meaning that each vehicle tries to go through themerge point
repeatedly. Note that we do not essentially change the r-AR
protocol. To do it, we add the following rewrite rule:
rl [return] :

{(v[v(I)]: L1,crossed) OCs} =>

{(v[v(I)]: L1,running) OCs} .

where return is the name of the rule, and I and L1 are Maude
variables of vehicles IDs and lanes, respectively. The rule
says that if the status of a vehicle I on a lane (through or non-
through) is crossed, it changes to running. To model check
the lock-out freedom property, we define some propositions
as follows:
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Figure 17: A command in r-SMGA to confirm Characteristic 1

Figure 18: A command in r-SMGA to confirm Characteristic 2

eq {(v[v(I)]: L,approaching) OCs} |= approaching(I,L)

= true .

eq {(v[v(I)]: L,stopped) OCs} |= stopped(I,L) = true .

eq {(v[v(I)]: L,crossed) OCs} |= crossed(I,L) = true .

eq {OCs} |= PROP = false [owise] .

where _|=_ is a Maude operator for assigning the state (the
first parameter) to a proposition (the second parameter) and
returns a Boolean value. approaching(_,_), stopped(_,_),
and crossed(_,_) areMaude operators that denote the propo-
sitionsmeaning that the status of a vehicle on a lane is approaching,
stopped, and crossed, respectively. PROP is a Maude variable
of propositions. The first equation says that the proposition
approaching(I,L) is true if a status of the vehicle I on lane L

is approaching; Propositions stopped(I,L) and crossed(I,L)

are defined likewise. owise stands for otherwise. We define
the lock-out freedom property as follows:
eq lockout-free(I,L) =

(approaching(I,L) \/ stopped(I,L)) |-> crossed(I,L) .

where _|->_ is a Maude operator to denote the leads-to tem-
poral connective. The formula says that whenever the status
of the vehicle I on the lane L is approaching or stopped, the
status will eventually become crossed.

We use the Maude model checking functionality in r-
SMGA to check the property for each lane and each vehicle.
For any vehicles on the through lane, no counterexample is

returned. It implies that the r-AR protocol satisfies the lock-
out freedom property for the through lane. However, a coun-
terexample is returned when model checking for the non-
through lane, which says that the protocol does not satisfy
the lock-out freedom property for the non-through lane. Fig-
ure 22 shows the state pictures representing the loop part of
the counterexample, where two vehicles on the non-through
lane never enter the merge point. The following is the or-
der of the loop. The first state of the loop is shown at the
top-most on the left column, the second state is shown at the
top-most on the right column, the third state is shown at the
second row of the left column, etc. The next state of the fi-
nal state of the loop shown at the bottom-most on the right
column is the first state. Note that we have deleted the two
observable components gstat and #uvcs in the protocol and
in the state picture template because each vehicle tries to go
through the merge point repeatedly and then we do not need
to maintain them. Taking a look at those state pictures via
graphical animations, we can observe situations where two
vehicles on the non-through lane never go through the merge
point. r-SMGA allows human users to observe the loop of
the state shown in Figure 22 as graphical animations. Care-
ful observation of the graphical animations helps us to know
that there are two cases in the states in the loop:

1. The mode is fair and a through lane vehicle is passing
the merge point. Therefore, even though the turn is
non-through, the non-through lane vehicle just before

Figure 19: A command in r-SMGA to confirm Characteristic 3

Figure 20: A command in r-SMGA to confirm Characteristic 4.1
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Figure 21: A command in r-SMGA to confirm Characteristic 4.2

themerge point is not allowed to cross themerge point.
2. The mode is prioritized. If this is the case, a vehicle

is passing the merge point or there is a through lane
vehicle just before the merge point. Hence, the non-
though lane just before the merge point has no chance
to cross the merge point.

In Figure 22, there are four states that belong to Case 1,
where you can see “Congested!” appearing. For each of
the four states, its next state is in the prioritized mode. The
r-AR protocol cannot make the best use of the fair mode, let-
ting a non-through lane vehicle to cross the merge point. For
each state that belongs to Case 2, a through lane vehicle is
crossing the merge point or there is a through lane vehicle
just in front of the merge point. Therefore, non-through ve-
hicles are never allowed to cross the merge point. In the next
section, we revise the r-AR protocol so that the it can enjoy
the lockout freedom property.

7. A Revised Version of the r-AR Protocol
As written, the r-AR protocol does not make the best

use of the fair mode, letting a non-through lane to cross the
merge point. In the r-AR protocol, where the number of the
through lane vehicles whose status is approaching is greater
than a fixed number, the mode becomes fair, but if the num-
ber becomes less than the fixed number, the mode becomes
back prioritized. Between two modes, nothing guarantees
that a non-through lane vehicle can pass the merge point.
Therefore, we modify how to change the prioritized mode to
the fair mode and vice versa.

To handle such situation, we use how many through lane
vehicles have entered themerge point instead. LetN be such
number. WhenN becomes greater than a fixed number, the
mode is changed to fair from prioritized, and non-through
lane vehicles are given a higher priority than though lane ve-
hicles in the fair mode. If the through lane queue is empty,
the non-through lane just before the merge point is allowed
to enter the merge point. So, let us suppose that the through
lane queue is not empty and the mode is prioritized. If that
is the case, though lane vehicles cross the merge point, in-
creasing N . When N becomes larger than a fixed number,
the mode changes to fair from prioritized. If the non-through
lane queue is not empty, the top vehicles of the queue is given
the highest priority to enter themerge point and then the non-
through lane vehicle is allowed to enter the marge point. We
add one observable component (#tlvp N) representing the
number of through lane vehicles that have passed the merge
point. The rewrite rule used when a through lane vehicle

enters the merge point in the prioritized mode is modified as
follows:
rl [enter-prio-T] :

{(v[v(I)]: through,VS) (lane[through]: (v(I) ; TQ))

(crossing?: false) (mode: prioritized) (#tlvp: N) OCs}

=> {(v[v(I)]: through,crossing)

(lane[through]: (v(I) ; TQ)) (crossing?: true)

(mode: (if N < 2 then prioritized else fair fi))

(#tlvp: ( if N < 2 then s(N) else N fi)) OCs} .

where TQ is a Maude variable of queues, N is a Maude vari-
able of natural numbers, and s(_) is the successor function
of natural numbers. We use 2 as the fixed number and can
use a different positive number.

When a non-through lane vehicle has entered the merge
point in the fair mode, we change the mode to prioritized
from fair and make n used in (#tlvp n) 0. Then, the rewrite
rule used when a non-through lane vehicle enters the merge
point in the fair mode is revised as follows:
rl [enter-fair-N] :

{(v[v(I)]: nonThrough,stopped)

(lane[nonThrough]: (v(I) ; NQ))

(mode: fair) (#tlvp: N) (crossing?: false) OCs}

=> {(v[v(I)]: nonThrough,crossing)

(lane[nonThrough]: (v(I) ; NQ)) (mode: prioritized)

(#tlvp: 0) (crossing?: true) OCs} .

where NQ is a Maude variable of queues.
We check if the revised version of the r-AR protocol sat-

isfies that lockout freedom property with the model check-
ing functionality in r-SMGA, and then no counterexample
is found. We confirm that this revised version satisfies the
lockout freedom property.

Note that we do not use the observable component turn
because we use the observable component mode instead. The
formal specification of the revised version of the r-AR pro-
tocol is available at the URL2.

8. Related Work
Bui, et al. [7] have used SMGA to graphically animate

the intersection traffic control distributed mutual exclusion
protocol or the LJPL protocol [15]. In the protocol, there are
eight lanes in which each two of them can be conflicted or
concurrent. Vehicles in the concurrent lanes are allowed to
enter the intersection at the same time while vehicles in the
conflicted lanes are prohibited. Moreover, vehicles in the

2https://github.com/rSMGA/AVMP/blob/main/avmp-rev.maude
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Figure 22: A loop generated by the model checking functionality in r-SMGA.

same lane can also enter the intersection at the same time.
To guarantee the mutual exclusion property (e.g., no con-
flicted lane vehicles in the intersection), the protocol uses
statuses for each vehicle (e.g., approaching and crossing) and
controls them by their proposed algorithm. Based on some
assumptions of the protocol, such as lanes of vehicles and
vehicles’ statuses, Bui, et al. [7] have revised SMGA and de-
signed a state picture template so that the tool can visualize
elements in the lanes (vehicles’ IDs) followed by other ele-
ments (vehicles’s statuses). By observing graphical anima-
tions based on their state picture template, the authors con-
jecture some non-trivial characteristics of the protocol and
the characteristics have been confirmed with Maude. The
r-AR protocol and the LJPL protocol share some ideas to
design, such as using lanes of vehicles and statuses of ve-
hicles, but, some assumptions of two protocols are different,

and then we cannot apply all ideas to visualize the LJPL pro-
tocol for visualizing the r-AR protocol.

Frank, et al. [13] have proposed a method to visualize
state transition systems of protocols/systems. They aim to let
users observe global properties of protocols/systems by visu-
alizing whole state spaces. They use cone tree [21] to form
state transition structures in three dimensions so that users
can observe the visualization in three dimensions. The main
algorithm of the method focuses on the symmetry property
and aims to let users identify the symmetrical and similar
sub-structures in the tree. To do that, they first rank all nodes
tomake the systems become hierarchical system structures [23].
Then, they cluster such nodes following some local proper-
ties to reduce the visual complexity of the tree. Based on
the clusters, they aim to visualize the whole state spaces as a
backbone tree, where clusters are visualized as circles whose
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sizes are decided by their volumes. Then, users can observe
and interact with the tree by focusing and zooming into some
clusters to be able to analyze paths inside. The method is ex-
tended to deal with a large state space [12]. The results of
both versions allow users to observe state spaces of protocols
visualized as a backbone tree with the cone tree concept for
each node. Then users can find some global properties of the
protocols, such as obtaining some clusters that do not return
to initial nodes after starting some executions. This method
and r-SMGA share the idea to help users find properties or
characteristics of protocols. r-SMGA graphically animates
state sequences (paths) while this method visualizes whole
state spaces. The idea of the method motivates us to extend
r-SMGA so that r-SMGA can give users an overview of state
spaces. Then users can select some paths and graphically an-
imate them by our approach. One piece of our future work
is to extend r-SMGA based on the mentioned ideas.

r-SMGA can be considered a way to comprehend coun-
terexamples via graphical animations where the counterex-
amples are returned by Maude. Nguyen, et al. [19] have
shown that observing graphical animations of a shorter coun-
terexample can make humans easier to comprehend. The
idea is to use meta level inMaude to generate a shorter coun-
terexample based on the search command in Maude. First,
they use a model checker equipped with Maude to gener-
ate a counterexample when a system does not satisfy some
property. Then, they use meta-search in Maude that uses a
breadth-first search way (this search canmake the counterex-
ample shorter) to find a shorter state sequence leading the
loop part of the counterexample. For the loop, it can work
likewise. Finally, the shorter counterexample is graphically
animated with SMGA.. In the present paper, the size of the
counterexample is large (over 450 states) and then the ap-
proach to making a counterexample shorter would be useful
for r-SMGA as well. It is one piece of our future work to
utilize the approach in r-SMGA.

9. Conclusion
We have graphically animated the r-AR protocol with r-

SMGA. Designing a state picture template is a non-trivial
task in r-SMGA. To design the state picture template of the
r-AR protocol, we have used the tips [9] and Gestalt princi-
ples [24, 25]. We also have shown some factors that affect
the state picture template, such as colors in the similarity
principles of Gestalt principles. Observing graphical ani-
mations helps us to reconfirm some shallow characteristics
of the r-AR protocol that have been noticed when writing
the formal specification and guess some deep characteris-
tics of the protocol. Those characteristics have been con-
firmed with the Maude search command in r-SMGA. We
have checked that the r-AR protocol does not enjoy the lock-
out freedom property using theMaudemodel checking func-
tion available in r-SMGA. By observing graphical anima-
tions of the counterexample, we can comprehend reasons
why the protocol does not satisfy the property and revise the
r-AR protocol so that the revised version enjoys that prop-

erty. There are two main pieces of our future directions: one
is to implement some factors that help humans to better com-
prehend graphical animations of a counterexample, such as
size and causality [3]; another direction is to conduct more
advanced case studies, such as quantum teleportation proto-
col [4] and Shor algorithm [22], to demonstrate the useful-
ness of our approach [5].
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A B S T R A C T

Leukemia is one of the most common and death-threatening types of cancer that threaten human life. 

Medical data from some of the patient's critical parameters contain valuable information hidden 

among these data. On this subject, deep learning can be used to extract this information. In this paper, 

AutoEncoders have been used to develop valuable features to help the precision of leukemia 

diagnosis. It has been attempted to get the best activation function and optimizer to use in 

AutoEncoder and designed the best architecture for this neural network. The proposed architecture is 

compared with this area's classical machine learning models. Our proposed method performs better 

than other machine learning in precision and f1-score metrics by more than 11%. 

 © 2023 KSI Research 

1. Introduction

Cancer is a pervasive ailment that transcends

temporal and geographical boundaries. It stands as the 

second leading cause of mortality on a global scale and 

the third leading cause of death specifically within the 

nation of Iran. Projections indicate an anticipated 

escalation in the worldwide incidence rate of this 

affliction in the years ahead. Notably, leukemia 

occupies the fifth position in terms of prevalence 

worldwide and holds the second position within Iran 

[1]. Accurate and on-time recognition of this disease 

helps patients to be able to perform better treatments at 

earlier times and prevent the spread of cancerous cells 

and their spread to other organs [2]. Also, some types 

of cancer, such as leukemia, can be treated if detected 

on time. In the same way, increasing the accuracy of 

diagnosis can help save many people's lives. The 

process of recognizing cancer in the screening stage 

with methods such as CXR, mammography, 

sonography, endoscopy, and CT scan, compared to 

simpler blood and urine test methods, is expensive. 

Among the unknown aspects of cancer diagnosis, we 

can mention the following: 

• How many samples are needed to train the

detection system to achieve the desired

accuracy, and to what extent can this data be

accessed?

• Can other data be used with this technique to

diagnose other diseases and other types of

cancer?

• What are the parameters in the problem that

are more important?

• To what extent can the doctor and the patient

rely on these results?

In each sample (human), many parameters can 

probably be classified after some quantitative 

Journal of Visual Language and Computing 

journal homepage: www.ksiresearch.org/jvlc/  

*Corresponding author 

Email address: std_minoosayyadpour@khu.ac.ir

ORCID: 0000-0001-8203-6442 

25



M. Sayyadpour et al. / Journal of Visual Language and Computing (2023) 25-32

measurement to determine whether a person has cancer. 

However, finding compelling features in cancer 

diagnosis is a challenging process. Sometimes it is 

impossible to access an expert in the desired field 

(doctor, physician, etc.). 

Deep learning automatically performs the feature 

extraction and learns which features are effective. This 

process is called Feature Extraction [2]. Deep learning 

can also perform classification based on features, and 

achieve higher accuracy in classification. These 

benefits have led to using deep learning in cancer 

diagnosis. Meanwhile, AutoEncoders can reduce 

features and extract efficient and valuable features; 

abstractly, they still maintain the main frame of the 

input sample. This led us to use Autoencoders to 

diagnose cancer. This paper has contributions that can 

be stated in the following: 

• Using tabular data in AutoEncoders for cancer

recognition.

• Use of Leukemia dataset of Sina Hospital in

Hamadan.

• Find the best optimization algorithm and

activation function for AutoEncoder networks.

The structure of remaining sections of this paper is 

organized as follows: 

 The second section reviews some essential methods 

in machine learning and deep learning networks. The 

third section deals with the research methodology. This 

section presents a new Leukemia detection method 

using AutoEncoder, showing the best results in 

accuracy and precision among the previous methods. 

The fourth chapter evaluates the results and compares 

them with each other. The fifth chapter concludes the 

study results. 

2. Backgrounds

Neural networks can extract patterns and identify 

features difficult for humans to identify with their 

remarkable ability to derive results from complex data. 

This section discusses the studies conducted on the 

studies conducted in this field. 

Medical Decision Support System (MDSS) helps 

doctors make decisions and accurately diagnose 

diseases. In 1980, MDSS was mentioned and brought 

about a revolution in decision support systems [3 and 

4]. These systems help doctors to diagnose and track 

diseases and reduce possible errors. In [4], researchers 

designed a medical assistant system to help radiologists 

identify hylic tumors based on a distributed architecture 

with three specific nodes: Radiologist Visual Interface, 

Support services information system, and Web-based 

decision. Another medical assistant system to help 

asthma patients was presented by [5], which helps 

doctors control this chronic disease. In [6], they 

designed an MDSS to identify types of hearing 

problems, which helps experts control and solve them. 

In [7], another medical decision support system has 

been implemented to control Leukemia. In this system, 

in order to diagnose and predict Leukemia, four 

different classification methods have been used: 

• Rule Based Reasoning

• Case-Based Reasoning

• Neural Network

• Discriminant Analysis

Many investigations have been done in diagnosing

and classifying all types of cancer. Many of them use 

machine learning algorithms to classify data. In these 

references, in order to reduce the size of training data 

and define appropriate subsets of input variables, the 

feature extraction approach has been used. Feature 

extraction is the selection of a subset of input variables 

that increases the classifier's efficiency. In [8], they 

used a better diagnostic tool called Fine Needle 

Aspiration Cytology (FNAC) to classify the pattern of 

breast cancer. In this regard, Multivariate Adaptive 

Regression Splines (MARS) detect the appropriate 

subset of input variables from a neural network model. 

Therefore, the classification accuracy is increased in the 

presented hybrid methodology. 

In [9], they used three models: Adaptive Resonance 

Theory Based Neural Network (ART), Self-Organizing 

Map Based Neural Network (SOM), and Back 

Propagation Neural Network (BPN) in order to classify 

types of breast cancer. Meanwhile, the BPN method 

performs better than the other two methods. BPN is one 

of the types of neural networks that works based on 

trial-and-error learning and tries to match the given 

inputs to the outputs by minimizing the value of an error 

function. Learning in this category of networks is 

supervised. ART is one of the types of unsupervised 

networks and is designed to allow the user to control the 

degree of similarity of the patterns placed in a cluster 

by adjusting the parameters of vigilance. SOM learning 

is also unsupervised and uses a competitive learning 

method for training. Its processing units are regularized 

in a competitive learning process for input patterns. 

In [10], authors designed an expert system for 

breast cancer detection based on Association Rules 

(AR) and Neural Networks. Association rules have 

been used to reduce the dimensions of breast cancer 

database and Neural Networks for classification. In 

[11], different types of breast cancer have been 

classified by applying three methods of 4.5C tree, 

Multi-Layer Perceptron (MLP), and Naïve Bayes on 

specific markers of breast tumors. In order to classify 
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the types of Leukemia based on the analysis of gene 

expression data in [12] CBR learning method was used. 

In this method, previous examples are remembered, and 

past experiences are used when facing a new example. 

Diagnosis of Lymph Nodes Metastases (LNM) before 

surgery is challenging and complicated. [13], the 

artificial neural network method was used to diagnose 

this issue in patients with gastric cancer. In [14], the 

SVM method was used to classify breast cancer. Since 

the distinction between benign and malignant tumors is 

challenging and time-consuming, it seems necessary to 

use an automated method to detect these cases. In [15], 

a proposed method can detect and classify cancer from 

gene expression data using unsupervised deep learning 

methods. The main advantage of this method is the 

ability to use data from different types of cancer to 

automatically form features that help improve the 

identification and diagnosis of a specific type. In the 

proposed method, PCA is used to solve the problem of 

large dimensions of the raw feature space. The authors 

stated that applying this method to cancer data and 

comparing it with basic algorithms increased the 

accuracy of the cancer classification and provided a 

scalable and general approach to dealing with gene 

expression data. 

In [16], a Sparse Stacked Autoencoder (SSAE) 

framework is used for automatic nucleus detection in 

cancer histopathology. The SSAE model can capture 

the high-level representational of point intensity 

without supervision. These high-level features have 

presented a classification that can effectively detect 

multiple nuclei from a large group of histopathological 

images. In this paper, the deep structures of SSAE are 

compared with other AutoEncoders in displaying the 

high-level features of the intensity of points. In [17], a 

layered feature selection method is presented along with 

SSAE. This paper used the Deep Learning method to 

classify tumors using gene expression data. With the 

help of SSAEs, high-level features have been extracted 

from the data. In each layer, a heuristic has been used 

to obtain relevant features to reduce the fine-tuning of 

calculations. Ultimately, the classifiers have used the 

data obtained in the features to perform tumor 

diagnosis. This paper has tested its presented method on 

36 datasets. The datasets are from the GEMLeR source, 

which includes the gene expression data of 1545 

samples from the cells of 9 types of tumors. In the 

evaluations, the presented method has better results in 

accuracy and ROC tests on GEMLeR. 

In [18], the ability to use deep learning algorithms 

to detect lung cancer using LIDC images database has 

been investigated. Each image is divided into parts 

using the radiologist's marks. After reducing the 

sampling rate and rotating the images, 174,000 samples 

with a length and width of 52 pixels were obtained. 

CNN, DBN, and SDAE have been compared with other 

methods on a format of 28 image features and a support 

vector machine. The highest accuracy belongs to the 

DBN method (0.8119), and the accuracy of the CNN 

and SDAE methods is equal to 0.7976 and 0.7929, 

respectively. A vital point in this paper is the size of the 

images for lung cancer diagnosis, which can cause data 

loss if the sampling rate decreases. In [19], in 2016, a 

framework for early detection of prostate cancer from 

DW-MRI images was presented. The prostate is divided 

into parts in the first step based on a model trained by a 

Stochastic Speed function developed from NMF. NMF 

features are calculated using MRI intensity information, 

a probabilistic model, and interactions between prostate 

voxels. In the second step, ADC is obtained for different 

parts, its values are normalized, and CDF values are 

created for these prostate cells. In the last step, an 

AutoEncoder trained by an NCAE algorithm is used to 

classify prostate tumors as benign or malignant 

according to the CDFs extracted from the previous step. 

In 2015, Deep Learning approaches were used to 

identify pathology in chest radiograph data [20]. Since 

large training sets are usually unavailable in the medical 

domain, the possibility of using deep learning methods 

based on non-medical training has also been 

investigated. The proposed algorithm has been tested on 

a set of 93 images, features extracted from CNN, and a 

set of features from non-medical domain obtained the 

best result. The proposed method has shown that deep 

learning with high-level non-medical image databases 

can be acceptable for general medical image 

recognition tasks. [21] introduces an ensemble 

hierarchical model for combining multiple classifiers. 

The proposed model consists of two steps: first, a 

Decision Tree and Logistic Regression models are 

trained independently, and then their outputs are fed 

into a Neural Network in the next level. The Neural 

Network is trained to combine the outputs of the 

previous classifiers, aiming to improve overall 

accuracy. The results showed that their proposed model 

achieved a classification accuracy of over 83%, which 

outperformed other existing methods in the literature. 

In [22], a distributed Deep Learning framework is 

used to analyze and diagnose diseases. This analysis 

and diagnosis are based on the questions and answers of 

doctors and patients. Decision support systems are 

created using this information. Further, for diagnosis, 

distributed deep learning method is used to identify 

features and signatures. 
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3. Proposed Architecture

In this paper, the problem of diagnosis of Leukemia 

is a classification problem. In this kind of problem, 

feature extraction has particular importance because it 

increases data classification accuracy and makes it 

possible to classify data with large dimensions. 

AutoEncoders are multilayer perceptron neural 

networks whose structure is not optimized for a specific 

form of data and can accept various types of data 

regardless of the local, temporal, and serial dependence 

between their features. AutoEncoders also provides the 

possibility of feature extraction process in unsupervised 

learning framework due to the existence of a structure 

including encoder and decoder. This structure helps the 

network to be trained in two phases, one phase for 

feature extraction and the second phase with the feature 

extractor classifier will be trained again with 

supervision, increasing the classification's accuracy. 

To diagnose Leukemia from the data with the help 

of AutoEncoders, A structure including three steps of 

preprocessing, feature extraction, and classification is 

proposed. Accordingly, apart from machine learning 

methods used for comparison, this section mentions six 

experiments conducted to improve and increase 

classification accuracy. The proposed architecture is 

shown in Figure 1, and the input data size, activation 

functions, optimization algorithms, and the number of 

layers of AutoEncoder. 

Figure 1: Proposed Architecture. 

3.1 Preprocessing Data 

Before performing any analysis on the data, it 

should be normalized, especially when the data is 

multidimensional. Using normalized data may have an 

inappropriate effect on the analysis results. Data 

normalization helps that their importance is 

independent of their measurement unit. The data were 

given a normal distribution between zero and one in the 

preprocessing unit before being given to AutoEncoder. 

In this test, the data distribution is normalized with the 

help of z-score standardization method. 

3.2 Feature Extraction 

The model trained in the first attempt had an input 

size of 38 features, and all the layers of AutoEncoder 

were given 100 epochs, which was unsupervised 

training. The whole model is also done with the 

classifier in 100 epochs for Fine Tune. 

The AutoEncoder used in the first experiment has 

two groups of layers separated from the classifier. The 

AutoEncoder used in the first layer has 35 neurons, and 

in the second layer, it has 15 neurons (in the first layer 

group, the dimensions of the input data is 35 and then 

returns to the original space. In the second layer group, 

the input size is 35 will be taken from the hidden layer 

of the first group and then converted to 15). 

The AutoEncoder used in the second experiment and all 

its attempts had two layers. It has 100 neurons in the 

first layer and 50 in the second. 

The AutoEncoder used in the third experiment has 

100 neurons in the first layer, 50 neurons in the second 

layer, and 25 neurons in the third layer. 

The AutoEncoder has four layers in all attempts of 

the fourth experiment. The AutoEncoder used in the 

first layer has 100 neurons, the second layer has 50 

neurons, the third layer has 25 neurons, and the fourth 

layer has 12 neurons. 

The AutoEncoder used in all attempts of the fifth 

experiment has 50 neurons in four layers. 

In the second test, the L2 weight regularization 

parameter for each of the network's three layers equals 

0.0001. The value of this parameter was the same for all 

attempts made in the first experiment.  

The sparsity proportion in the second experiment 

in the autoencoder networks is equal, and its value is 

0.05. Softmax Regularization in the first test parameter 

equals 0.0001 for the classifier layer. Stack 

Regularization is equal to 0.0001 in the first 

experiment. 

In each layer of Autoencoder, activation functions 

are used to activate each neuron, and parameters of the 

activation functions used in the structure of 

Autoencoder in the first experiment are non-adaptive. 

The activation functions used in the first test are 

Adaptive Piecewise Liner, arc tangent, Bent Identity, 

Gaussian, Rectified Liner Unit, Parametric Rectified 

Liner Unit, Randomized leaky Rectified linear unit, S-

shaped Rectified Linear Activation Units, Exponential 

Liner, Leaky Rectified Linear Unit, sigmoid, sinc, Soft 

Exponential, Soft sign, Soft Plus, Sinusoid, and 

Hyperbolic Tangent. 

The following optimization methods are used in the 

model used to train AutoEncoder and minimize the 

model error. These methods are Steepest Descent, 
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Cyclic Steepest Descent, Barzilai and Borwein 

Gradient, Nonlinear Conjugate Gradient, Scaled 

Nonlinear Conjugate Gradient, Preconditioned 

Nonlinear Conjugate Gradient, Hessian-Free Newton, 

Newton with Limited-Memory BFGS Updating Quasi, 

Preconditioned Hessian-Free Newton, Quasi-Newton 

Hessian approximation, and Newton's Method with 

Hessian Calculation every iteration. 

3.3 Classifier 

Softmax classifier was used to classify the data in 

the last layer. Also, the applied softmax is trained on 

100 epochs and regularized at a rate of 0.001. 

4. Simulation of Proposed Method

4.1 Dataset 

The first issue in conducting this paper is to collect 

information on healthy people and patients with 

Leukemia. Therefore, to obtain the required data, 

Hamadan Ibn Sina Hospital was referred, and with the 

cooperation of this hospital, 1745 data samples were 

prepared and collected. This data sample is related to 

both genders, of which 55% are related to males, and 

45% are related to females. The collected data contains 

38 features: Age, gender, having an infection, 

lymphadenitis in the groin or  Inguen (IN.LY), Fever 

and night sweats (FATH), muscle cramps, swelling of 

the liver or spleen (LSV), having Swoon, Loose skin, 

Hemorrhage, Pain bone, Anorexia (W.Irelish), Weight 

Loss (Depreciatory.bu), Nausea or puke, Cough or 

asthma, Numbness of the foot (IN.foot), leg swelling 

(WSF), White blood cell (WBC), Hematocrit, 

Hemoglobin count, The number of platelets, Sodium 

count, Lactate dehydrogenase enzyme (LDH), Uric 

acid, Cratinin, erythrocyte sedimentation rate (ESR), 

Prothrombin time (PT), PT activated (PTa), patrial 

thromboplastin time (PTT), Alkaline phosphatase 

(ALP), Bilirubin total (BillirobinT), Bilirubin direct 

(BillirobinD), glutamic-oxaloacetic transaminase 

(SGOT), Serum glutamic pyruvic transaminase 

(SGPT), mean corpuscular volume (MCV), Mean 

Corpuscular Hemoglobin (MCH), Mean corpuscular 

hemoglobin concentration (MCHC), Red blood cell 

distribution width (RDW), having cancer or not and 

type of cancer. 

4.2 Implementation and Evaluation 

The evaluation of the model's efficiency is divided 

into two parts. In the first phase, the layers of the 

Autoencoder are trained unsupervised, and the Root 

Mean Square Error (RMSE) is used as the error 

calculation criteria. In the second phase, the network is 

trained supervised, and a softmax classifier is placed at 

the end. The K-Fold cross-validation method and 

RMSE are used to evaluate the model. In the first test, 

the data is divided into five folds. 

Based on the results obtained in the first 

experiment, it was found that the scg algorithm was the 

best optimization algorithm for training the 

Autoencoder, and the arctan function was the best 

activation function according to the optimization 

algorithm. The second objective was to find the best 

network structure. To compare the proposed model with 

other models, the evaluation criteria used were accuracy 

(ACC), sensitivity, precision, specificity, Matthew's 

correlation coefficient (MCC), F1-score, and Receiver 

Operating Characteristic (ROC). 

Table 1: Top 10 implementations with higher Accuracy 

According to Table 1, the best optimization 

algorithm for training is the scg, and the best activation 

function is ArcTan is selected and used in the following 

experiment. Then by changing the number of layers of 

Autoencoder in the following experiments, we want to 

find the best network structure. 

Table 2: Results of AutoEncoder in Each Experiments 

After finding our architecture for AutoEncoder, we 

compare it to the classical machine learning method 

used in this area. According to the experiments 

conducted, AutoEncoder has a higher average accuracy 

among the classical methods, and the PCA-SVM 

method is in the next rank among the classical methods. 

These results are shown in Table 3 and Figure 2. 
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Table 3: Results of Comparing Proposed Method to 
Others. 

Model 

Evaluation Criteria 

Accuracy F1-score 

PCA – 1NN 70.87% 73.46% 

PCA – 3NN 69.64% 71.82% 

PCA – 5NN 67.46% 69.88% 

PCA – SVM 71.04% 73.96% 

PCA - RBF 66.32% 68.03% 

PCA - SoftMax 70.16% 72.78% 

Proposed Model 82.97% 85.68% 

Figure 2: The results of machine learning and AutoEncoder 
model. 

5. Conclusion

In Leukemia, cancer cells multiply rapidly, and the 

blood can no longer perform its functions. Early 

recognition of Leukemia helps patients to start 

treatment without interruption after diagnosis. In past 

research, machine learning methods have been used to 

diagnose cancer, each of which had average accuracy. 

With the introduction of AutoEncoders and increasing 

the accuracy of these networks, an attempt has been 

made to use them for Leukemia diagnosis. In this paper, 

the samples of the patients of Sina Hospital in Hamadan 

were used. Data preprocessing and normalization is the 

first step in using the dataset in this study. In this paper, 

the first question is to find the best optimization 

algorithm for training the weights of the AutoEncoder 

network, which was the SCG algorithm, and also the 

best activation function according to the optimization 

algorithm, which was ArcTan. The second step was 

finding the best structure of the network. Different tests 

by changing the layers of AutoEncoder resulted in two 

hidden layers: the number of neurons in the first was 30, 

and the number of neurons in the second was 15. The 

correctness of this network with the mean squared error 

of 0.17 has reached the average accuracy value of 

82.97%, and its f1-Score is equal to 85.68%. 
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A B S T R A C T

Recently, social media has been widely used for people to discuss public opinions and share their 

views. Internet public opinions have attracted a lot of attention from the government, enterprises and 

the general public. How to properly analyze, utilize and guide these online opinions is an extremely 

important issue that the world is currently faced with, and the prediction of topic lifecycle trends is 

the key to solving this problem. This paper proposes a topic lifecycle trend prediction algorithm based 

on Facebook data. The algorithm takes into account the similarity between new topics and historical 

topics in terms of lifecycle curves and the similarity in terms of text content, finds a curve that can 

best represent the future lifecycle trend of new topics, and then effectively predicts the trend of new 

topics. It is helpful and meaningful to use this method in the early warnings and predictions of online 

public opinions and hot topics. 
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1. Introduction

Nowadays, social media has become an 

indispensable part of people's daily lives. According to 

the Digital 2020 July Global Statshot report released by 

We Are Social and Hootsuite [1], we know that there 

are now 3.96 billion social media users worldwide, 

accounting for about 51% of the world's total 

population. Therefore, social media is one of the most 

important ways to propagate and spread information. In 

those various social media platforms, there are many 

hot topics generated every day. These hot topics are 

significant carriers which contain focused information 

people pay attention to, and they are directly related to 

the size of the social influence triggered by the events. 

It is crucial to make good use of the information in hot 

topics. On one hand, the government can monitor and 

analyze hot topics to understand the trend of online 

public opinions and take corresponding measures in 

time, which is conducive to maintaining the long-term 

stability of society. On the other hand, enterprises can 

understand the needs of users through relevant hot 

topics to make business plans such as personalized 

marketing to some users. As a result, putting forward a 

method that can predict the trend and analyze the 

lifecycle of topics is of great importance. 

Facebook, as the world's most popular social media 

platform with over 2.6 billion monthly active users, has 

a plenty of topic data. In this paper, we use posts 

information from Facebook as our datasets, which 

include date, time, content and some other useful 

information. We first extract daily hot topics from 

Facebook daily posts, and then we use Jaccard 

Similarity algorithm to calculate the similarities 

between daily hot topics and posts from other days by 

comparing their keywords in order to find those posts 

which are related to hot topics. Based on that, we use 

the number of relevant posts as the value of y-axis, dates 

as the value of x-axis to plot the lifecycle curve of each 

hot topic. Topics with similar lifecycle curves are 

merged into one cluster, which means all topics under 

the same cluster have similar trends. After that, we 

extract a centroid curve for each cluster to stand for the 

trend of the cluster. When a new topic comes, Dynamic 

Time Warping (DTW) algorithm is used to compute 

similarities between curves to find curves from all 

clusters that are most similar to the curve of new topic. 

From those topics which are similar in curve, we check 

if their contents are similar to the new topic as well. 

Considering similarity both in curve and in content, we 
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can find one curve that best represents the future 

lifecycle trend of a new topic. 

On the basis of description above, this paper 

proposes a topic lifecycle trend prediction algorithm 

based on Facebook dataset. There is no doubt that we 

encountered many difficulties in this process, such as 

finding posts that are related to hot topics, complicate 

data cleaning, reducing the time complexity of 

algorithm operation to increase efficiency and so on. 

With the efforts of keeping trying and optimizing, we 

finally propose this method. The main contribution of 

this paper can be summarized as follows: 

⚫ We use the K-Shape algorithm to cluster time

series data, making topics with similar lifecycle

curves into one cluster, which allows us to

effectively observe and analyze the characteristics

of different types of topic lifecycle, and make

effective trend predictions for new topics that have

similar curve characteristics to historical ones.

⚫ We use the DTW algorithm to calculate the

similarity between new topics and historical topics

on the curve, solving the problem that ordinary

Euclidean distance cannot compare the similarity

of two unaligned or unequal length sequences.

⚫ Considering the similarity of topics both in

lifecycle curve and in text content, we propose a

method to predict topic lifecycle trend.

The rest of the paper is discussed as the following

order, Chapter 2 introduces the related work. In Chapter 

3, we present the topic lifecycle trend prediction method. 

Chapter 4 shows the experiments and evaluation. At last, 

conclusion and future work is discussed in Chapter 5. 

2. Related Work

In 2007, Jiang, Yue [2] made a study showing that 

early lifecycle data can be used to predict the fault-

prone modules in a project. In 2012, Shota Ishikawa [3] 

designed a system detecting hot topics during a certain 

period of time and a method was proposed to reduce the 

variation of posted words related to the same topic, 

which provides a great contribution to AI services. In 

the same year, Rong Lu and Qing Yang [4] defined a 

new concept as trend momentum, which are used to 

predict the trend of news topics. Juanjuan Zhao [5] 

developed a model of short-term trend prediction of 

topics based on Sina Weibo dataset while the accuracy 

still needs to be improved when the trend of topic 

changes too frequently in 2014. More recently in 2018, 

Abuhay [6] used NMF topic modeling method to find 

topics and implemented ARIMA to forecast the trend of 

research topics. Chaoyang Chen and Zhitao Wang [7] 

proposed a correlated neural influence model, which 

can predict the trending research topics among the 

research evolution of mutually influenced conferences 

in the same year. In 2021, Yumei Liu and Shuai Zhang 

[8] researched the use of blockchain technology in the

financial field, utilized various kinds of methods like

co-word analysis and bi-cluster algorithm to explore hot

topics and predict the future development trend. In 2022,

a scientific research topic trend prediction model based

on multi-LSTM and Graph Convolutional Network was 

proposed by Mingying Xu and Junping Du [9]. 

Compared to other baseline models, its experiment 

results showed an improvement on the prediction 

precision. 

3. Topic Lifecycle Trend Prediction

Method

Our goal is to build a topic lifecycle trend prediction 

algorithm model. Before that there are some necessary 

work to be done first, including hot topic extraction, 

finding topic-related posts, drawing historical topic 

lifecycle graphs, clustering and curve fitting based on 

lifecycle curve shapes. After all these tasks are 

completed, we calculate the shape similarity between 

topic lifecycle curves by using DTW algorithm. In the 

meantime, we calculate text content similarity based on 

keyword matching. Considering both shape similarity 

and text content similarity, we propose a topic lifecycle 

prediction method to predict the future lifecycle of new 

topics. The detailed flowchart is shown in Fig 1. 

Figure 1: Flow chart of topic trend prediction method. 

3.1 Hot Topic Extraction 

In this paper, the data we used came from crawling 

the Facebook platform. We crawled some of the posts’ 

information of the Facebook platform from May 2020 

to April 2021 as needed, a total of 100,535,793 posts 

with non-empty content.  

Since there are too many post contents in different 

languages, we cannot analyze all of them. Then we 

intend to study the posts’ information of only two 

languages this time, English and Chinese, by 

considering the number of language users, language 

popularity and some other factors. Thus, the first step is 

to identify Chinese and English posts, and then we 

perform tokenization. For Chinese lexical analysis, we 

use the tool called HanLP, and for foreign language 
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lexical analysis, we use spaCy. Both HanLP and spaCy 

are commonly used natural language processing tools. 

Subsequently, keyword extraction is performed. A 

combination of lexical analysis, entity recognition, TF-

IDF [10] and TextRank [11] algorithms are used to 

extract keywords, which can be classified by category 

as people, places, organizations, etc. Then the single 

pass algorithm is used to cluster the sentences in the 

post content based on keyword similarity, and the 

sentences with similar keywords are clustered into one 

class, that is, into one topic. Next, we need to give each 

topic a topic description to stand for the content of this 

topic. By achieving that, we extract the keywords of this 

topic, calculate the similarity between the keywords of 

the topic and the keywords of each sentence in the topic 

in order, and select the sentence with the highest 

similarity score and the shortest length as the topic 

description of this topic. Besides, we need to know each 

topic’s hotness to find hot topics. To reach this goal, the 

number of posts of each topic is taken as the topic's 

hotness. We choose the daily Top N topics with highest 

hotness value as the main topics of this study. Due to 

the presence of some advertising information in the 

extracted hot topics, which are useless, it is 

experimentally concluded that when N=30 is chosen (N 

is not unique), a sufficient number of valid topics can 

be guaranteed. In this case, we extract the daily Top 30 

hot topics for this study, and there are 9900 topics in 

total for eleven months. Because there is a possibility 

that a topic may be a hot topic for several days in a row, 

we are supposed to de-duplicate these 9900 topics and 

finally get 8359 unduplicated topics, which are used as 

our historical topic library (including curves and text 

contents) for this study. These topics are like “President 

Donald Trump announced that he and first lady Melania 

Trump has tested positive for COVID-19”, “Joe Biden 

just overtook Donald Trump in Pennsylvania, where 

he’s now leading by 5,594 votes”. 

3.2 Finding Topic-Related Posts 

In In order to study the lifecycle curve of a topic, we 

need to know how hot the topic is on a daily basis. Thus, 

we need an algorithm to find the statistics of the number 

of posts a topic has on a daily basis, as the daily hotness 

of the topic.  

By achieving this goal, we design a Topic-Finding-

Posts algorithm. The algorithm performs keyword 

extraction from a library of posts to be searched to 

obtain keywords for each post, and then it calculates the 

Jaccard similarity coefficient score between the set of 

post keywords and the set of topic keywords to see if 

the post is similar to the topic or not. The higher the 

score, the more similar the two sets. Finally, it outputs 

the posts related to the topic.  

Due to the sheer volume of computing and the 

limitations of machine, we are unable to find posts 

related to a topic for an entire year. Given that hot topics 

are generally not hotter than three months, we set the 

lifecycle to three months, the month in which the topic 

is located, the month before and the month after. For 

example, if a hot topic is on July 3, 2020, we would look 

for posts related to the topic in June, July and August of 

2020, which means it requires us to calculate the 

Jaccard similarity coefficient score between the set of 

post keywords in these three months and the set of topic 

keywords to find topic-related posts. The flow chart of 

this algorithm is shown in Fig. 2.  

Figure 2: Flow chart of Topic-Finding-Posts algorithm. 

3.3 Drawing Historical Topic Lifecycle 

Graphs 

This step is to draw lifecycle graphs of all historical 

topics to build the historical topic library needed for this 

study. According to Part 3.1, we know that there are a 

total of 8359 unique topics. The Topic-Finding-Posts 

algorithm of Part 3.2 is used to find posts related to 

these topics over a three-month period and the number 

is counted as the topic's hotness value. Using the topic's 

hotness value as the y-axis, the three-month span of 

time as the x-axis, and the topic description as the title, 

the lifecycle graphs of these topics are plotted and saved 

as a historical topic graph library, representing the 

lifecycle trends of hot topics that emerged during these 

eleven months. 

3.4 Topic Lifecycle Curve Shape Clustering 

Based on K-Shape 

Based on the results of Part 3.3, we can obtain 

lifecycle graphs of thousands of historical topics. Since 

several hot topics appearing at the same time may be 

discussing the same thing, from this perspective they 

are actually one topic. For example, topic "Clay 

Middleton, ’03, joins President-elect Joe Biden’s 

transition team" and topic "Joe Biden just overtook 

Donald Trump in Pennsylvania, where he’s now 

leading by 5,594 votes" appeared in November 2020 are 

both about the US election, and they are similar in terms 

of their lifecycle curves. These two topics’ lifecycle 

curves are shown in Fig 3. 

35



C. Luo et al. / Journal of Visual Language and Computing (2023) 33-40

(a) Lifecycle curve of topic "Clay Middleton, ’03, joins President-

elect Joe Biden’s transition team".

(b) Lifecycle curve of topic "Joe Biden just overtook Donald Trump 

in Pennsylvania, where he’s now leading by 5,594 votes".

Figure 3: Examples of two topics that have similar lifecycle 
curves. 

In response to this case, we decide to cluster topics 

with similar lifecycle curves into one class and form a 

curve that represents this class as the lifecycle curve for 

this class. There are several advantages of doing this. 

First of all, it reduces the amount of computation since 

we only take the curve that represents each cluster into 

account. Secondly, it may help reduce the errors caused 

by the Topic-Finding-Posts algorithm on the hotness 

value of the topic lifecycle graph. Thirdly, it can 

eliminate some noise. For example, some oddly shaped 

graphs that appear only once are not representative, 

indicating that they are not common hot topics and will 

most likely not appear again in the future, which is not 

helpful for prediction, and these outlier topics can be 

found and discarded through clustering. 

In this paper, K-Shape algorithm [12] is used for 

clustering, which is a clustering algorithm specifically 

for time series data and is concerned with similarity of 

shape. We use the tslearn package for clustering, which 

requires that the lengths of the different sequences 

should be the same. Thus, we cluster the curves by 

month, which ensures that the time series lengths of the 

lifecycle curves of topics in the same month are the 

same. In addition, we need to do feature scaling to bring 

all hotness values to the same magnitudes. To do this, 

we standardize the time series data by using z-

normalization. Then, we use the normalized dataset to 

perform K-Shape clustering, where similar curves are 

clustered in one class and output centroid curves 

representing the lifecycle curves in this class. For 

example, the above lifecycle curves in Fig 3 are similar 

and can be clustered into one class, whose centroid 

curve is shown in Fig 4. 

Figure 4: Example of centroid curve of a cluster (z-
normalization). 

All centroid curves after clustering are collected as a 

historical topic graph library. When a new topic 

emerges, the shape similarity between the new topic and 

the curves in historical topic graph library can be 

compared to predict the future trend of the new topic. 

3.5 Calculation of Shape Similarity Based 

on DTW 

DTW (Dynamic Time Warping) [13] is a dynamic 

programming algorithm that calculates the similarity of 

two time series [14], especially those of different 

lengths. When a new topic has been around for a while, 

we use this algorithm to calculate the shape similarity 

between the lifecycle curve of the new topic at that point 

and the centroid curves in the historical topic graph 

library in turn, and rank them to get some historical 

topic curves that are most similar to the current new 

topic. This gives an indication of some possible future 

trend directions for the new topic. 

3.6 Calculation of Text Content Similarity 

Based on Keyword Matching 

From Part 3.4, we can see that we have successfully 

clustered topics with similar lifecycle curves and 

obtained the centroid curves representing each category 

of topics. Next, we perform keyword extraction for each 

category of topics to learn the main textual content. The 

Jaccard similarity coefficient score between these topic 

keywords and the new topic keywords are calculated in 

turn and ranked to find the curves of historical topics 

that are most similar to the new topic in terms of textual 

content. This gives an indication of some possible 

future trend directions for new topics when considering 

similarity in text content. When a new topic has just 

come out and there is no obvious curve, text content 

similarity can be considered to use to solve the cold start 

problem, but only for reference, as similar text content 

does not mean that the trend is similar. 

4. Experiments and Evaluation

4.1 Topic Trend Prediction 

Following the order in Chapter 3, we first extract the 

36



C. Luo et al. / Journal of Visual Language and Computing (2023) 33-40

daily hot topics from the training set, then use the 

Topic-Finding-Posts algorithm to find the topic-related 

posts in a three-month cycle (here we set the similarity 

threshold of 0.45, if the Jaccard similarity coefficient 

score is greater than the threshold, the post is considered 

relevant to the topic). After that, we count the number 

of daily posts as the hotness to draw the lifecycle curve 

of the topic, and similar curves are clustered. Next, the 

DTW-based shape similarity calculation is performed 

on the clustered centroid curves and the test topic curves, 

and it is tested that when the similarity distance is less 

than 3.4, the trends of the two topics are similar. At the 

same time, the text content similarity calculation based 

on keyword matching is also performed (here the 

similarity threshold is also 0.45, and when the similarity 

is greater than 0.45, the text contents of the two topics 

are similar). Based on these experiments, historical 

topics that meet all the above conditions are considered 

similar to new topics, and their lifecycle trends can be 

used as a prediction of future trends of new topics. Let’s 

take an example (see Fig 5), when the test topic 

“Trump's dream is America's dream, Biden's dream is 

China's dream, Ivanka says” shows a lifecycle trend 

(see Fig 5. a, the part of the diagram within the dotted 

line), we can get three similar curves from historical 

topic graph library by only considering shape similarity 

(see Fig 5. b c d). Then we consider text content 

similarity, only one curve meets all the conditions at the 

same time, which is the second one of the three 

predictions (see Fig 5. c). Then we get our predicted 

trend curve for the test topic. 

(a) 

(b) 

(c) the right one

(d) 

Figure 5: Topic trend prediction experiments. 

4.2 Clustering Effect Evaluation – 

Silhouette Coefficient Prediction 

We use the Silhouette Coefficient as the effect 

evaluation index of this K-Shape clustering. The 

Silhouette Coefficient is a useful metric for evaluating 

clustering performance. It is computed by using mean 

distance between data points in the same cluster 

(cohesion) compared to the mean distance between data 

points in other clusters (separation) [15]. The calculated 

score ranges from -1.0 to 1.0. The higher the score, the 

better the clustering effect. To make the score 

computable, there have to be at least two clusters. 

Assume that the data have been clustered into k classes. 

For data point 𝑥(𝑖) ∈  𝐾 (K is the cluster containing all 

the data points 𝑥(𝑖)  ), 𝑎𝑥(𝑖)  is the mean distance

between 𝑥(𝑖) and every data point in the cluster K, 𝑏𝑥(𝑖)

is the minimum mean distance between 𝑥(𝑖) and every 
data point in other clusters that is not a member of K. 
The calculation [16] of the Silhouette Coefficient of 

𝑥(𝑖), the Silhouette Coefficient of each cluster, and the 
Silhouette Coefficient of all clusters can be shown as in 
(1), (2), and (3), respectively. 

𝑆(𝑥𝑖) =
𝑏𝑥(𝑖)−𝑎𝑥(𝑖)

𝑚𝑎𝑥(𝑎(𝑥(𝑖),𝑏𝑥(𝑖))
   (1) 

where  

𝑥(𝑖) = data point in the cluster, 𝑖 = 1, 2, 3, . . . , 𝑛, 

𝑎𝑥(𝑖) = the mean distance between 𝑥(𝑖) and every data

point in the cluster K, and 

𝑏𝑥(𝑖) = the minimum mean distance between 𝑥(𝑖) and

every data point in other clusters that is not a member 

of K. 

𝑆𝑚 =
1

𝑛
∑ 𝑆(𝑥𝑖)

𝑛

𝑖=1
     (2) 
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where  

m = the number of the cluster, and  

n = the number of data points in the same cluster. 

𝑆𝑎𝑣𝑔 =
1

𝑘
∑ 𝑆𝑚

𝑘
𝑚=1     (3) 

where 

k = number of all clusters. 

We take the data of November 2020 as an example and 

cluster out ten classes as shown below (see Fig 6), 

where the red line represents the centroid curve of each 

class with a 𝑆𝑎𝑣𝑔 of 0.5162703634739744. The results

tell us that the clustering works well. Data from other 

months are treated in the same way. 

Figure 6:  Clustering results of the data of Nov 
2020(normalized). 

4.3 Prediction Effect Evaluation 

According to the clustering results of Part 4.2, we can 

briefly classify the type of clustering into short lifecycle 

class topics and long lifecycle class topics. The short 

ones refer to as above cluster 8, 9, 10, suddenly 

appeared to reach the peak and then the hotness 

immediately dropped and disappeared, mostly for some 

sudden events whose whole duration is just a few days. 

While the long ones are like cluster 5, 6, 7, whose 

hotness duration is long enough. They are usually 

serious events that need to be widely discussed. In this 

paper, we use the data of test set (120 topics in Jul 2021) 

as a collection of new topics. This method performs 

well on the test set, and the accuracy can reach 90%. 

For those test topics that are incorrectly predicted, we 

can see that there has not been a curve in the historical 

topic graph library similar to the curve of these test 

topics and there are no similar keywords in the text 

content either. In response to this situation, we add the 

lifecycle curves of these incorrectly predicted topics 

into the historical topic graph library to enrich it, so that 

these unmatched curves can be matched in the future. 

5. Conclusion and Future Work

This paper proposes a topic lifecycle trend prediction 

algorithm based on Facebook data, which integrates 

shape similarity and text content similarity, and the 

results are more accurate than considering only shape 

similarity or only text content. The experimental results 

also show that the method is effective, but there are still 

some shortcomings that need to be improved.  

1. For topics or lifecycle curves that have not

appeared in history, it is impossible to make effective 

predictions, and the possible solution is to continuously 

expand the historical topic library to cover as many 

topics and curves as possible. 

2. Because of the large amount of data, some

topics have a very long lifecycle and the complete curve 

cannot be obtained. The algorithm can be optimized 

later to improve the running speed so that the complete 

lifecycle curve can be reached. 

3. For shape similarity, the new topic needs to

have a long enough lifecycle curve (to cover local or 

global features) to determine whether two topics are 

really similar by shape similarity calculation. 
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A B S T R A C T
This study presents an ongoing project on developing an Italian textual dataset for emotion recogni-
tion in human-robot interaction (HRI). The main goal is constructing a dataset using a well-defined
methodology that generates custom interactions. To accomplish this, we employed ChatGPT to assist
us in developing the dialogues, which human psychology experts then reviewed. Our analysis pri-
marily focused on assessing various aspects of the dataset, including the distribution of context types,
gender representation, consistency between context and emotion, and the quality of interaction. By
"quality," we refer to how the generated text accurately reflects the intended manifestation of emo-
tions. Based on the analysis, we modified the dialogues to emphasize specific emotions in particular
contexts. The findings from this preliminary study were significant, providing valuable insights to
guide the generation of subsequent conversations and facilitate the creation of a more comprehensive
dataset. A case study is also outlined with the aim of enabling increasingly realistic interactions in
HRI scenarios.

1. Introduction
Emotions play a crucial role in Human-Robot Interaction

(HRI), but one of the most challenging tasks for robots in
such interactions is recognizing emotions [47], [19]. Emo-
tions are multidimensional, and their comprehension relies
on the context in which they are expressed. Understanding
emotions necessitates considering context, which challenges
Natural Language Processing (NLP) research. Context en-
ables us to predict emotions to some extent. For instance,
attending a party, securing a new job, or embarking on a trip
are highly likely to evoke the feeling of "joy." Conversely,
experiencing a loss or arguing with a loved one is often as-
sociated with “sadness.”

While emotions can overlap and vary among individ-

uals, certain objective situations tend to be consistently
linked to specific emotions. Therefore, providing exam-
ples of context-related emotions can aid in identifying emo-
tions accurately. In a study on conversational context mod-
eling [48], the authors highlight the significant enhancement
that considering context can bring to NLP systems. Conse-
quently, constructing a specific and rich contextual informa-
tion dataset is vital within data-driven models.

A relevant number of contributions in the literature focus
on developing datasets for emotion recognition. However,
the majority of these datasets typically encompass only a
limited number of emotions, often centered around Ekman’s
basic emotions. Some examples are EmotionX [54] , Affect-
Intensity Lexicon and Emotion Dataset (AILA) [42], Crowd-
Flower’s Emotion Dataset [1], Friends [30] , EmoBank [11].
Furthermore, many approaches build dataset using news pa-
per, books or dialogues found on the Internet, including
those found from social media, e.g. SemEval-2018 Task 1:
Affect in Tweets (AIT-2018) [43], Sentiment140 [25], Emo-
tion Intensity Dataset (EmoInt) [41], The International Sur-
vey on Emotion Antecedents and Reactions (ISEAR) [52].
Others use movies, e.g. The Stanford Sentiment and Emo-
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tion Classification (SSEC) [53, 44] or physiological signals,
e.g. The DEAP (Database for Emotion Analysis using Phys-
iological Signals) [33]. In addition to this, the general prob-
lem has been stirred-up by several research efforts in the
community (e.g., [58, 12, 40, 57, 32]).

Regarding Italian datasets, there are fewer contributions
and often from tweets, some of the most widely used in-
clude SEMEVAL-ITA-2018 [13], ITA-EVALITA-2020 [7],
EmoLexIta [16], The STS-ITA (Sentences in the Wild - Ital-
ian) [9], or news articles e.g. News-ITA [50]. A lexicon
based approach has been also used for sentiment classifica-
tion of books reviews in the Italian language [15].

Regarding the primary contributions in the existing liter-
ature, we intentionally chose to exclude data from social me-
dia or newspaper articles. Such content often exhibits lan-
guage that may not align well with natural interactions. In-
stead, for our specific usage scenarios, such as Human-Robot
Interactions, we utilized examples of interactions between
individuals that emphasize the emotions we wish to focus on.
This particular aspect holds significant importance in our
study because the dialogue structure enables us to furnish the
robot with examples of interactions closely resembling those
that occur in real-world settings. Through the generation
of custom dialogues, we were able to provide precise con-
textual scenarios in which particular emotions might arise.
Also, the labeling was not done directly by us: this is another
of the challenges highlighted by [48] in conversational con-
text. We asked the ChatGPT to generate dialogues in which
a specific emotion, such as joy, emerges; subsequently, we
monitored and possibly adjusted or validated the associated
labeling. An additional crucial aspect of our research is that
we go beyond merely incorporating basic emotions; we have
identified and labeled a comprehensive set of fourteen emo-
tions, considering those likely to arise during Human-Robot
Interaction (HRI) across different contexts, including home,
medical settings, school, and everyday life. These emotions
are joy, sadness, anger, fear, surprise, disgust, frustration,
embarrassment, boredom, nervousness, melancholy, guilt,
hope, and stress. In conclusion, from our standpoint, an
ideal emotional dataset should demonstrate a well-balanced
representation of data from various perspectives. To accom-
plish this objective, we conducted additional analysis on the
dialogues generated using ChatGPT. This involved calcu-
lating several metrics, including the distribution of gender,
the types of contexts, the consistency between emotions and
contexts, and, overall, an evaluation of the interaction qual-
ity. By following this main trend, it is worth to notice that,
recently, there has been a trendy interest on the issue of cou-
pling HRI with big data, as it emerges from recent studies
(e.g., [29, 10, 56]).

The remainder of the paper is organized as follows. The
next Section explores some works on topics related to the
theme of our study; in Section 3 we illustrate the methodol-
ogy that we used to build the dataset; in Section 4 we discuss
about results, and a sample of the collected and modified dia-
logues as well as the subsequent analysis is reported; then in
Section 5 we present a case of study; subsequently in Section

6 a brief discussion is given about the dataset characteristics;
in the end conclusions and future work are illustrated.

2. Related Work
There are several contributions in the literature in the

area of developing models for emotion recognition in con-
versational agents. An interesting review was conducted by
[46]. The study provides a systematic review of approaches
in building an emotionally-aware chatbot (EAC). In [55] the
authors use multi-task learning to predict the emotion label
and generate a valid response for a given utterance. Their
model consists of a self-attention based encoder and a de-
coder with dot product attention mechanism to generate re-
sponse with a specified emotion and produce more emotion-
ally relevant responses. In order to improve user interaction
in [23] a model was developed with the task of generating
empathetic and personalized dialogues, giving the machine
the ability to respond emotionally and in accordance with
the user. Other studies have tried to create empathetic gen-
erative chatbots that could simulate the responses provided
by mental health professionals, mapping the emotions of the
interlocutor and generating appropriate responses [27], [14],
[20]. In general, a lot of efforts have been made to try to
make conversational models more fluid by providing an on-
tology for the description of all concepts that may be relevant
conversational topics, as well as their relationships to each
other [26] or providing context and increasing the domain of
knowledge [51], [59], [45], [39], [28]. Other interesting con-
tributions train agents using datasets that include everyday
conversations in order to dynamically answer people’s ques-
tions. In [4] the chatbot model is based on the Simple Di-
alog and Daily Dialog datasets, which are then merged into
a single dataset. Also, in [61] the authors train a model on
147 million conversational exchanges extracted from Reddit
comment chains over a period from 2005 to 2017. In [49] the
authors propose a new benchmark for generating empathetic
dialogues and a new dataset based on emotional situations
(EmpatheticDialogues) that includes 25k conversations.

Balanced dataset construction is critical for emotion
recognition in general, but in [60] the authors point out
that this is even more important when dealing with textual
datasets. The reason is twofold: on the one hand because
of the manual annotation of the data, a costly and time-
consuming process, on the other hand because of the assign-
ment of labels, which most of the time is related to subjectiv-
ity. In [62] they propose a Knowledge Enriched Transformer
(KET), where contextual utterances are interpreted using hi-
erarchical self-attention and external commonsense knowl-
edge is dynamically leveraged using a context-aware affec-
tive graph attention mechanism At the same time, another
crucial element is the techniques used for emotion recog-
nition. In [31] the authors show the classification of emo-
tion detection methods proposed in the literature: Keyword-
based detection, Learning-based detection and Hybrid de-
tection. In Keyword-based detection, emotions are detected
based on the related set of keywords found in the input
text. In Learning-based detection method, emotions are de-
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tected based on previous training result. In Hybrid detection
method, emotions are detected on the basis of a combination
of detected key words, learned patterns, and other additional
information. In [21] authors reviewed some deep learning-
based technologies commonly utilized in Textual Emotion
Recognition (TER). The most commonly used are: Word
Embedding, Basal Neural Networks and Derived Variations,
Knowledge Enhanced Representation and Transfer Learning
for Emotion Recognition. Textual emotion in dialogue is dy-
namic and strongly correlated with context information, thus
the TER of dialogue is more challenging. There are several
methods that try to address this problem, as they reported
in their survey. The first is context modeling, as each ut-
terance is highly dependent on contextual clues, and good
results will not be obtained if the sentence-level deep TER
algorithm is directly applied to the dialogue. In particular,
context modeling can be summarized as either a flatten con-
text modeling or hierarchical context modeling. By flatten
context modeling, context utterance and current utterance
are concatenated, and all tokens are flattened into a word
sequence. Then, a neural network receives this sequence of
words for contextual learning and final prediction. However,
the flattened context processing turns the word sequence too
long and ignores the temporal step, disrupting the hierarchy.
In hierarchical context modeling, each utterance in dialogue
is embedded into a vector representation by utterance-level
encoder: context information is further extracted by hierar-
chy context-level encoder. Another method is the Dynamic
Emotion Modeling that mainly focus on tracking the contex-
tual information and exploring the overall tone in dialogue.

Lastly, to the best of our knowledge, there are no other
studies that have used ChatGPT to construct text datasets.
ChatGPT is used in several areas, as highlighted in this
interesting review [24]. The main industries that are ex-
ploiting the potential of ChatGPT are e-commerce com-
panies, healthcare organizations, financial institutions, cus-
tomer service, call centers, and potentially could be greatly
exploited by education industry. Developers also benefit a
lot from ChatGPT, e.g., for bug fixing, identifying potential
errors in the system, and making new pieces of source code
based on samples, but it seems that it has not been used to
create text datasets.

3. The Proposed Methodology
Our work aims to construct a dataset in Italian for emo-

tion recognition based on dialogues. Initially, we established
methodological criteria to guide the generation process, and
then we utilized ChatGPT to expedite the data generation
phase. After generating the dialogues, professional psychol-
ogists reviewed each conversation to assess the dataset’s suit-
ability from various perspectives. Our analysis focused on
examining the consistency between the intended emotion
and the context, the distribution of genders, the types of con-
texts produced, and the quality of interaction. In this con-
text, interaction quality refers to the appropriateness of lan-
guage concerning specific emotions. The methodology em-
ployed in this study consists of three stages: the procedure

for generating dialogues, data analysis, and subsequent im-
provements.
3.1. Main Procedure

We created twenty-five dialogues for each of the four-
teen emotions in our dataset. The instruction given to Chat-
GPT was to generate a brief conversation, approximately five
lines long, between two individuals, wherein a specific emo-
tion is evident. Additionally, we generated five more dia-
logues for each emotion, requesting ChatGPT to avoid using
the word associated with that emotion. These particular di-
alogues were labeled as "Without Word (W.W.)".

This was done to test whether ChatGPT could generate
discussions in which, e.g., sadness emerged without having
the word “sadness" in the text. The goal is to create data
that increasingly reflect real situations to train robots that can
recognize emotions based on context and not just by recog-
nizing specific words. The small number is because this is
a pilot study to build a more extensive dataset later. Finally,
the original dialogues generated were retained, but we cre-
ated a copy to edit them after performing the analysis. Both
the Web interface and the API provided by OpenAI were
used. This has made it possible to obtain different styles of
narrations of the events. Gpt 3.5-turbo model was used, with
the following role: “You are a writer assistant who produces
dialogue that accurately reflects emotion".
3.2. Analysis

Dialogues were analyzed considering four factors: con-
sistency between context and emotion, gender distribution,
type of contexts, and quality of interaction. By consistency
(C) between context and emotion, we mean whether the con-
text generated is consistent with the feeling expressed. For
example, the context of an argument with the boss is a con-
text compatible with the emotion of anger. So for each di-
alogue, we assessed whether or not there was consistency.
We counted the percent relative frequency.

𝐶 =
𝑁𝑦𝑒𝑠

𝑁𝑑𝑖𝑎𝑙𝑜𝑔𝑢𝑒𝑠
⋅ 100

Similarly, for gender distribution(GD), we counted
how many times the gender “Neutral (N), Masculine (M) and
Feminine (F)" occurred in the dialogues and we calculated
the percent relative frequency.

𝐺𝐷 =
𝑁𝑔𝑒𝑛𝑑𝑒𝑟(𝑁𝑜𝑟𝑀𝑜𝑟𝐹 )

𝑁𝑡𝑜𝑡𝑔𝑒𝑛𝑑𝑒𝑟
⋅ 100

Regarding the type of context(TC), we created classes
and counted how many belonged to each class; then, we cal-
culated the percent relative frequency.

𝑇𝐶 = 𝑁𝑐𝑜𝑛𝑡𝑒𝑥𝑡𝑋
𝑁𝑡𝑜𝑡𝑐𝑜𝑛𝑡𝑒𝑥𝑡𝑠

⋅ 100

The classes identified are Work, Leisure, Luck, Interper-
sonal sphere, Generic. In some cases, we identified a spe-
cific category, e.g., in the “Disgust" dialogues, we identified
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the category “Animals and Objects," as several scenarios ex-
pressed disgust for objects or animals.

Finally, for the quality of interaction(QoI), we ana-
lyzed the appropriateness of language in expressing a spe-
cific emotion. This was evaluated with three values: “Suf-
ficient”, “Not much”, “No”. By “Sufficient (S)” we mean
that the language appears natural enough and reflects in the
terms used the emotion. By "Not much (NM)" we mean that
the language is not very natural and it does not entirely re-
flect the emotion, e.g., using words that also represent other
emotions, but all in all, it is acceptable. By "No (N)," we
mean confusion, unusual terms, and/or language that does
not reflect the specific emotion. Also, for this parameter, we
calculated the percent relative frequency.

𝑄𝑜𝐼 =
𝑁𝑉 𝑎𝑙𝑢𝑒(𝑆𝑜𝑟𝑁𝑀𝑜𝑟𝑁)

𝑁𝑡𝑜𝑡𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑠
⋅ 100

3.3. Further Improvements
Following the analysis, we implemented several modifi-

cations addressing grammatical and content-related aspects.
An important focus was placed on examining the distribution
of different contexts and selecting those most relevant to in-
terpersonal and social scenarios for inclusion in the dataset,
which will be built after this pilot study.

To ensure diverse scenarios, we initially requested the
generation of five potential social scenarios where a spe-
cific emotion could manifest. This approach enabled us to
identify scenarios aligned more closely with Human-Robot
Interaction (HRI). Once an interesting scenario was gener-
ated, we requested modifications to emphasize social inter-
action. A dialogue was created and expanded for each of
these scenarios as needed. However, the model often strug-
gled to broaden the conversation without repetitively using
emotion-specific terms. To address this, we requested the
model to replace such terms with expressions that could
serve as metaphors or equivalent phrases.

When changing scenarios, there were instances where
certain emotions were confused. For example, when re-
questing the feeling of anger, the generated dialogues often
expressed frustration, frequently using the term "frustrating"
in the text, and vice versa. Similar confusion occurred with
stress and nervousness. To overcome this, we initially asked
for a clear definition to differentiate between the two emo-
tions. Once provided with the description, we instructed
the model to generate scenarios where each emotion could
emerge distinctly. As a result, the developed scenarios be-
came more specific, effectively distinguishing between the
two emotions. The same approach was applied to stress and
nervousness. This process underscores the significance of
human experts intervening in all phases to guide ChatGPT
in generating more focused dialogues.

4. Empirical Results
The results will be shown first according to a global view

and then in detail for each emotion.

4.1. Global Analysis
With respect to consistency, 86% of the generated con-

texts are consistent with emotion. An example of consis-
tency is this:

• Person 1: Ciao, come stai oggi? (Hello, how are you
today?)

• Person 2: Non molto bene, sinceramente. (Not very
well, honestly.)

• Person 1: Oh, mi dispiace sentirlo. C’è qualcosa che ti
preoccupa? (Oh, I’m sorry to hear that. Is something
bothering you?)

• Person 2: Sì, ho avuto un brutto litigio con un caro
amico ieri sera. Siamo finiti per dire cose terribili l’un
l’altro e ora mi sento come se avessi perso una parte di
me stesso. (Yes, I had a bad fight with a close friend
last night. We ended up saying terrible things to each
other and now I I feel like I’ve lost a part of myself.)

• Person 1: Capisco. Litigi del genere sono sempre
molto difficili da gestire. Ma forse potresti cercare di
parlare con il tuo amico e chiarire la situazione? (I
understand. Fights like that are always very difficult
to deal with. But maybe you could try to talk to your
friend and clear the air?)

• Person 2: Ho provato a chiamarlo stamattina, ma non
ha risposto. Non so se vuole ancora parlarmi. (I tried
to call him this morning, but he didn’t answer. I don’t
know if he still wants to talk to me.)

• Person 1: Mi dispiace tanto. Spero che alla fine rius-
cirete a risolvere le cose. Se hai bisogno di parlare, sai
che puoi contare su di me. (I’m so sorry. I hope you
will eventually be able to work things out. If you need
to talk, you know you can count on me.)

• Person 2: Grazie, apprezzo molto il tuo sostegno. Ma
per ora mi sento solo triste e confuso. (Thank you,
I really appreciate your support. But for now I just
feeling sad and confused.)

In this dialogue, the context is an argument with a friend,
and effectively the sadness that emerges is consistent with
the type of context. In some cases, the generated contexts
did not reflect the corresponding emotion. An example:

• Person 1: Ciao, come stai? (Hello, how are you?)
• Person 2: Non molto bene, devo dire. (Not very well,

I must say.)
• Person 1: Che cosa è successo? (What happened?)
• Person 2: Stamattina mi sono svegliato con un forte

mal di stomaco. Ho passato tutto il mattino in bagno.
(I woke up this morning with a bad stomachache. I
spent the whole morning in the bathroom.)
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• Person 1: Ah, mi dispiace sentirlo. Cosa pensi possa
essere? (Ah, I’m sorry to hear that. What do you think
it might be?)

• Person 2: Non ne sono sicuro, ma credo sia stato qual-
cosa che ho mangiato ieri sera. Ho provato un nuovo
ristorante messicano, ma credo che il cibo non fosse
fresco. (I’m not sure, but I think it was something I
ate last night. I tried a new Mexican restaurant, but I
think the food wasn’t fresh.)

• Person 1: Oh no, che schifo. Ti senti meglio adesso?
(Oh no, that’s gross. Do you feel better now?)

• Person 2: Un po’ meglio, ma non ancora del tutto.
Devo ancora prendere qualche medicina. (A little
better, but not quite yet. I still have to take some
medicine.)

• Person 1: Sì, è meglio prendersi cura di te stesso.
Spero tu ti riprenda presto. (Yes, you better take care
of yourself. I hope you recover soon.)

In this case, except for "that’s gross", the entire dialogue
is centered on a context showing a reaction to physical dis-
comfort. The person feels vomiting because of physical dis-
comfort, as he has probably eaten bad food, and therefore
not because of an emotional reaction of disgust.

Regarding gender, there is a strong imbalance in the
dataset: N=30% M=56% F=14%

In addition, in a couple of cases, the gender count was
canceled because the same person was first male and then
female. Here is an example of a dialogue about frustration:

• Person 1: Ho lavorato duramente su questo progetto
ma non ha (grammar error) ottenuto il successo sper-
ato. (I worked hard on this project but it did not (in the
Italian version-grammar error) achieve the success I
had hoped for.)

• Person 2: Mi dispiace sentirti così deluso (indicates
that person 1 is male). Cosa pensi sia andato storto?
(I’m sorry to feel so disappointed (in the Italian ver-
sion indicates that person 1 is male). What do you
think went wrong?)

• Person 1: Non ne sono sicuro, ho messo tutta me
stessa (female gender) ma sembra che non sia abbas-
tanza. (I’m not sure, I put all of myself (in the Ital-
ian version-female gender) but it seems like it’s not
enough.)

• Person 2: Non scoraggiarti, ogni esperienza è una
lezione imparata. Magari hai bisogno di un po’ di
tempo per riflettere e riprovarci con un approccio di-
verso. (Don’t be discouraged, every experience is a
lesson learned. Maybe you need some time to reflect
and try again with a different approach.)

The context overall appears heterogeneous but it is un-
balanced when observed in relation to specific emotions. For
example, for the emotion “Joy," only three types of context
were generated. Specifically, ten contexts are about success
(e.g., passing a university exam, promotion at work), ten are
about leisure (e.g., traveling, starting a yoga class), four are
about luck (e.g., winning the lottery), and only one is about
Personl life situations (receiving a gift). The type of context
will be discussed in depth in the description of each emotion.

Regarding the quality of interaction, the adherence of
text to the desired manifestation of emotions was evaluated.
In 65% of the dialogues, we can define the quality of
interaction as "sufficient". However, some changes were
added later either in terms of grammatical corrections or to
make the dialogue more fluid and natural. In 25% of cases,
there is a poor fit between text and emotion. Finally, in 10%
of the dialogues, the text was completely garbled or did not
reflect the desired emotion. Here are some examples of the
three categories:

Sufficient: Boredom
• Friend 1: "Cosa c’è che non va, sembri distratta?"

("What’s wrong, you seem distracted?")
• Friend 2: "Sì, sto solo pensando ad altro. Questa

lezione mi fa venire la noia." ("Yes, I’m just think-
ing about something else. This class is making me
bored.")

• Friend 1: "Capisco come ti senti, anche io sto trovando
difficoltà a restare concentrata." ("I understand how
you feel, I am also finding it hard to stay focused.")

• Friend 2: "Sì, vorrei solo essere altrove ora. Anche
voi pensate la stessa cosa, giusto?" ("Yes, I just wish I
was somewhere else right now. You also feel the same
way, right?")

• Friend 1: "Sì, credo che tutti vorremmo fare altro."
("Yes, I think we all would like to do something else.")

Not much: Anger
• Person 1: "Non ci posso credere, ho perso l’autobus

per la terza volta questa settimana!" (“I can’t believe
I missed the bus for the third time this week!")

• Person 2: "Ma come hai fatto?" ("But how did you do
it?")

• Person 1: "Non mi hai visto? Mi hai tenuto a parlare
e l’autobus è passato sotto il mio naso!" ("Didn’t you
see me? You kept me talking and the bus passed right
under my nose!")

• Person 2: "Non è colpa mia se sei sempre in ritardo!"
("It’s not my fault you’re always late!")

• Person 1: "Ma certo che è colpa tua! Non riesci mai
a smettere di parlare e poi ti lamenti se arrivo sempre
tardi!" ("Of course it’s your fault! You can never stop
talking and then you complain that I’m always late!")
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• Person 2: "Ok, ok, calmati! Non c’è bisogno di arrab-
biarsi!" ("Okay, okay, calm down! No need to get an-
gry!")

• Person 1: "Ma come faccio a non arrabbiarmi?
Questo mi fa perdere tempo e soldi!" ("But how can
I not get angry? This wastes my time and money!")

• Person 2: "Hai ragione, mi dispiace. Cercherò di es-
sere più attento la prossima volta." ("You’re right, I’m
sorry. I’ll try to be more careful next time.")

No: Hope
• Character A: "Spero solo di non sembrare troppo stres-

sato/a stasera." ("I just hope I don’t look too stressed
out tonight.")

• Character B: "Non preoccuparti, sei bellissimo/a e la
serata sarà fantastica." ("Don’t worry, you look beau-
tiful and the evening will be great.")

• Character A: "Speriamo che ci siano delle sorprese
piacevoli stasera, vorrei che fosse tutto diverso dal
solito." ("Hopefully there will be some pleasant sur-
prises tonight, I’d like everything to be different than
usual.")

• Character B: "Stasera sarà diversa dal solito, perché
sarà proprio come ci piace. Semplice e piena di sper-
anze!" ("Tonight will be different than usual, because
it will be just the way we like it. Simple and hopeful!")

4.2. Single Emotion Analysis
Below we show the analysis of each of the 14 emotions

according to the 4 parameters outlined in the methodology
section.

• JOY

– Consistency = 100%
– Gender = N 12% M 80% F 8%
– Contexts = 10 Success, 10 Leisure, 4 Luck, and

only 1 is about personal life situations
– Quality of interaction = Sufficient 64% Not

much 36%
• SADNESS

– Consistency = 92%
– Gender = N 46% M 54% F 0
– Contexts = Heterogeneous mainly generic and

interpersonal
– Quality of interaction = Sufficient 88% Not

much 12%
• ANGER

– Consistency = 100%

– Gender = N 12% M 55% F 33%
– Contexts = Heterogeneous, sometimes reactions

out of proportion to the context
– Quality of interaction = Sufficient 88% Not

much 12%
• FEAR

– Consistency = 100%
– Gender = N 24% M 72% F 4%
– Contexts = Mostly related to horror contexts

(shadows, animals, running away from some-
one) - Absence of contexts related to more inter-
personal or social fear, such as fear of the future.

– Quality of interaction = Satisfactory 72% Not
much 28%

• SURPRISE

– Consistency = 100%
– Gender = N 24% M 76% F 0%
– Contexts = Heterogeneous
– Quality of interaction = Satisfactory 88% Not

much 12%
• DISGUST

– Consistency = 96%
– Gender = N 72% M 28% F0
– Contexts = Highly related to foods, insects, ob-

jects. No examples related to people’s behaviors
or abstract concepts. Only in two cases is there a
reference to disgust as a result of a person’s be-
havior.

– Quality of interaction = Sufficient 84% Not
much 16%

• FRUSTRATION

– Consistency = 28%: in three cases there is con-
fusion with anger

– Gender = N 46% M 50% F 4%
– Contexts = Heterogeneous, sometimes reactions

out of proportion to the context
– Quality of interaction = Sufficient 80% Not

much 20%
• EMBARRASSMENT

– Consistency = 68% sometimes there is confu-
sion with guilt.

– Gender = N 44% M 48% F 8%
– Contexts = Heterogeneous
– Quality of interaction = Sufficient 76% Not

much 24%
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• BOREDOM

– Consistency = 92%
– Gender = N 16% M 56% F 28%
– Contexts = Heterogeneous, mainly leisure time
– Quality of interaction = Sufficient 56% Not

much 28% No 16%
• NERVOUSNESS

– Consistency = 88%
– Gender = N0 M 53% F 47%
– Contexts = Heterogeneous
– Quality of interaction = Sufficient 68% Not

much 20% No 12%
• MELANCHOLY

– Consistency = 88%
– Gender = N 40% M 60% F0
– Contexts = Heterogeneous
– Quality of interaction = Sufficient 68% Not

much 16% No 16%
• GUILT

– Consistency = 92%
– Gender = N 40% M 40% F 20%
– Contexts = 24% relate to work contexts, while

most are related to interpersonal or social sit-
uations (e.g., arguing with a friend, neglecting
family, telling a lie, etc...)

– Quality of interaction = Satisfactory 52% Not
much 44% No 4% . In many dialogues the lan-
guage appears out of proportion to the emotion

• HOPE

– Consistency = 100%
– Gender = N 52% M 36% F 16%
– Contexts = 28% relate to work contexts, 44% re-

late to medical contexts, 28% relate to interper-
sonal or social situations

– Quality of interaction = Satisfactory 28% Not
much 64% No 8% . Often the language seems
to belong more to fear or nervousness and not to
hope. Here is an example:

• Student 1: "Sto preparando questo esame da giorni,
spero di ottenere un buon voto." ("I’ve been preparing
for this exam for days, I hope to get a good grade.")

• Student 2: "Sono sicuro che andrà tutto bene, hai stu-
diato tanto e sai quello che fai." ("I’m sure you’ll do
well, you’ve studied hard and you know what you’re
doing.")

• Student 1: "Sì, ma ho paura di non ricordare tutte le
informazioni durante l’esame." ("Yes, but I’m afraid
I won’t remember all the information during the
exam.")

• Student 2: "Non preoccuparti, vai tranquillo e non las-
ciare che l’ansia ti prenda il sopravvento. Spero che
otterrai la valutazione che meriti." ("Don’t worry, go
easy and don’t let anxiety get the best of you. I hope
you will get the grade you deserve.")

• Student 1: "Grazie per il supporto! Ho davvero
bisogno di sentirlo. Speriamo che andrà tutto bene."
("Thank you for the support! I really need to hear it.
Hopefully everything will be okay.")

• Student 2: "Sarà così, cerca di rilassarti e di essere
positivo. La speranza è la chiave del successo." ("It
will, just try to relax and be positive. Hope is the key
to success.")

• STRESS

– Consistency = 84% . Sometimes confusion with
nervousness

– Gender = N 0 M 83% F 17%
– Contexts = 56% relate to work contexts, the re-

maining are heterogeneous
– Quality of interaction = Satisfactory 60% Not

much 12% No 28%
4.3. Analysis of Dialogues “Without Words”

As for dialogues generated without the word expressing
the emotion emerging, most generated contexts consistent
with the emotion. Not very consistent were the dialogues of
Boredom, Fear, Surprise and Hope. In contrast, only 1 out of
5 of the Disgust dialogues was found to be consistent. The
other 4 were so confused that they could not be classified.
Here is an example:

• Person 1: "Che schifo...quella lì sembra venuta diret-
tamente dal nido delle rane!" ("Gross...that one looks
like it came straight from the frogs’ nest!")

• Person 2: "Davvero, mi ha fatto venire il voltastom-
aco. Però non possiamo farci niente al riguardo...
forse conviene che andiamo a prendere un po’ d’aria
fresca." ("Really, it made me sick to my stomach. We
can’t do anything about it though...maybe we’d better
go get some fresh air.")

• Person 1: "Sì, direi che hai ragione. Quando si vedono
situazioni simili, l’unica cosa da fare è portare il nonno
in braccio in giro per la città, almeno la compagnia è
più gradevole!" ("Yes, I would say you are right. When
you see situations like that, the only thing to do is to
carry Grandpa around town, at least the company is
more pleasant!")
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Furthermore, right among the dialogues of Disgust-
W.W. a stereotype about Neapolitans emerged. Here is the
dialogue:

• Person 1: "Oh, guardate quella lì...è più volgare di
un bidone di spazzatura a Napoli!" ("Oh, look at that
one...she’s grosser than a garbage can in Naples!")

• Person 2: "Sì, mi ha messo i brividi appena l’ho vista.
Comunque, perché non ci beviamo un po’ d’acqua in-
sieme? Così ci togliamo lo schifo di bocca!" ("Yeah,
she gave me the creeps as soon as I saw her. Anyway,
why don’t we have some water together? That way we
can get the filth out of our mouths!")

• Person 1: "Mi pare un’ottima idea, non vedo l’ora di
liberarmi di questa sensazione." ("That sounds like a
great idea, I can’t wait to get rid of this feeling.")

It is not only not at all sufficient from the point of view
of language, but a stereotype clearly emerges. Regarding
gender and contexts, the number of dialogues is small to
draw specific inferences, however, we can say that they seem
to reflect the general trend. As for the quality of interaction,
it appears worse than the basic dialogues, that is, the non-
W.W. dialogues. In fact, in 43% of the cases the quality of
interaction was rated as "sufficient", in 32% of the cases "not
very much", and in 25% "no". The sum of "not very much"
and "no" is also 57% thus exceeding the percentage of those
considered sufficient.

5. Case Study
The dialogues created with ChatGPT were used as

dialogue prototypes to improve human-robot interaction.
Specifically, we used the RiveScript [3] dialogue engine to
create a simple system that could give the ability to create
a natural language interaction system associated with spe-
cific situations. RiveScript employs a concise set of rules
that, when combined, can provide effective chatbot person-
alities. By writing triggers in a simplified regular expres-
sion format, complex sets of word patterns can be efficiently
matched in a single step, enhancing the chatbot’s capabili-
ties. The core library is compact, self-contained, and it is
aimed at receiving human input and delivering “intelligent”,
even if pattern-matching based, responses. This adaptabil-
ity allows RiveScript to be utilized according to individual
needs, empowering users with flexibility. One of the main
advantages of the framework is that itadopts a straightfor-
ward plain text scripting language that is easy to learn and
allows quick writing. Its line-based structure is readily un-
derstandable for maintenance purposes without using cum-
bersome XML code or complex symbols, which may hide
the code structures.

Starting with the stimulus-response pair, which is the
basic element of the RiveScript knowledge base, ChatGPT
was asked to generate a set of 𝑁 sentences similar to the
input (trigger) sentences and 𝑁 sentences semantically sim-
ilar to the output answers of the bot. The phrases gener-
ated as triggers are provided into a subsymbolic layer that

is used to identify what the user is saying. To build such
a sub-symbolic layer, we have exploited the Spacy library
[2], which easily allows to compute a sub-symbolic seman-
tic similarity between two sentences. At the same time, the
response phrases are used to enhance the variety of chatbot
replies to make the interaction more engaging. To be more
specific, we formulate the same dialogue (context, type of
emotion, type of interaction) while increasing the variety of
possible words (as it might happen in real life). We thus ex-
ploit “fast data generation" to improve the robot’s listening
skills and avoid monotonicity in responses.

An advantage is that we can exploit the dataset for emo-
tion recognition as an additional element for emotion detec-
tion according to a given context. Specifically, the system is
coded as a finite state machine that identifies the sequence of
sentences uttered by the user based on the sentences given
by the chatbot and contextualizes the situation, providing an
extra element to associate the contextual interaction with a
possible emotion, which has somehow been implicitly asso-
ciated with the dialogue. In this manner, the agent will have
a “basic" dialogue skeleton and a set of possible variations,
all of them considering a specific context and emotion re-
lated to the interaction. This also improves the quality of the
interaction, the associative process regarding emotions and
context, and the possibility of understanding the situation.

As mentioned above, for each sentence in each chatgpt-
generated dialogue, chatGpt was then asked to provide a
number 𝑁 of similar sentences. These sentences play a sim-
ilar role to the emotional beacons introduced in [47]. In par-
ticular, given 𝑠𝑖,𝑑 the i-th sentence of the d-th dialogue, a
set of 𝑁 sentences {𝑏𝑗𝑖,𝑑} is generated with 𝑗 = 1,⋯ , 𝑁
where 𝑁 is a positive integer that has been set to 𝑁 = 10
for our case study. Each sentence {𝑏𝑗𝑖,𝑑} together with each
“seed” sentence 𝑠𝑖,𝑑 is then encoded subsymbolically. For
efficiency reasons, we used the Spacy library [2] and the
Italian language model “it_core_news_sm”. Each sentence
𝑢𝑘 provided to the system by the user is then compared
sub symbolically with one of the possible sentences in the
chatgpt-generated dialogues 𝑠𝑖,𝑑 and the related “beacons”
{𝑏𝑗𝑖,𝑑} which are expected to be said by the user: the seman-
tic similarity between the sentence 𝑢𝑘 and all sentences 𝑠𝑖,𝑑
and {𝑏𝑗𝑖,𝑑} is then computed. If the calculated similarity ex-
ceeds a certain experimentally established threshold 𝑇ℎ, the
corresponding dialogue 𝑑 with which the sentence can be as-
sociated is identified. If several sentences belonging to dif-
ferent dialogues provide semantic similarity greater than the
threshold 𝑇ℎ, the dialogue with the highest similarity value
is selected.

Once a specific dialogue has been identified, the system
tries to maintain the same structure provided by chatGPT
to identify a possible context that is already known. The
comparison then between what the user says and the sen-
tences, along with their beacons, that the system expects
continues until the presumed conclusion of the dialogue and
recognition of the situation. If, during the conversation, the
calculation of semantic similarity within the selected dia-
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Figure 1: A schema of the interaction process for the case of study.

logue gives a value below the minimum value required by
the threshold 𝑇ℎ, the system restarts from scratch, trying to
identify another possible discussion. If, in the end, the sub-
symbolic comparison of semantic similarity does not yield
any value above the predetermined 𝑇ℎ threshold value, the
control of the interaction passes directly to the RiveScript
engine, which continues with the chat according to the usual
standard rule-based chatbot mode. In any case, each sen-
tence spoken by the user is still sub symbolically encoded
and compared with the extended set of sentences in the
dataset of known dialogues to identify possible occurrences
of proper contexts to be recognized for determining the emo-
tions expressed by the user during the interaction with the
robot. A schema of the adopted architecture for this case of
study is reported in Fig. 1.

6. Critical Discussion
The analysis of the dataset revealed both strengths and

weaknesses, providing valuable insights for constructing the
larger dataset. The main strength lies in the consistency be-
tween context and emotion, which ensures high reliability in
automatically generating dialogues and facilitates fast data
generation. However, as the results indicate, the generated
conversations need to undergo validation by a human oper-
ator, as they were not consistently consistent. Additionally,
special attention must be given to the types of contexts in-
cluded in the dataset, aiming for maximum heterogeneity.
This can be achieved by incorporating increasingly relevant
contexts to interpersonal and social spheres, thereby reflect-
ing realistic Human-Robot Interaction (HRI) scenarios.

The analysis of gender distribution highlighted a sig-
nificant imbalance favoring male gender representation.

This finding allows for addressing the bias and encourages
broader reflections on training AI systems that strive for
greater diversity. Furthermore, the presence of stereotypes
concerning the city of Naples in some dialogues should also
be carefully considered.

Lastly, the quality of interaction frequently necessitates
modifications by the human operator. This may involve rec-
tifying occasional grammatical errors, aligning the language
with the intended emotion, and enhancing the naturalness of
the dialogues.

Regarding the case study, we believe that a system de-
signed in this way can be of help in improving HRI by having
some specific strengths. One of these is the presence of con-
text in dialogues: this can help the robot place certain emo-
tions in certain contexts making the interaction more consis-
tent. Another element is the variety of words expressing the
same concept: this allows the robot to respond in a relevant
way even when there are word variations as there are in nat-
ural interactions. Clearly, the effectiveness of the model will
be the subject of subsequent studies, which will aim to iden-
tify measurement tools to establish the actual improvement
of HRI.

7. Conclusions and Future Work
We conducted an initial study to guide the develop-

ment of an Italian dataset designed for emotion recognition.
Once the methodology and procedure were established, we
leveraged ChatGPT to generate dialogues rapidly. Work-
ing alongside psychology experts, we meticulously exam-
ined 420 conversations covering 14 emotions to assess the
dataset’s balance across various dimensions, including con-
sistency between context and emotion, gender distribution,
types of generated context, and interaction quality. The find-
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ings revealed the advantages and limitations of utilizing au-
tomated dialogue generation systems. It became evident that
the construction of the dataset cannot disregard human con-
trol.

The most significant advantage observed was the speed
of data generation, with most cases demonstrating consis-
tency between the generated contexts and intended emo-
tions. However, exercising control over the dialogues re-
mains crucial to ensure heterogeneity and a stronger focus on
interpersonal and social aspects. The study also highlighted
a notable gender distribution imbalance, predominantly fa-
voring masculine representations. Addressing this disparity
will generate dialogues explicitly requesting feminine and
neutral genders, thereby achieving a more balanced dataset.

Furthermore, numerous modifications were made to the
dialogues concerning language usage and interaction qual-
ity, encompassing grammatical, structural, and content cor-
rections. Despite these adjustments, an additional advantage
emerged—the ability to create dialogues from scratch, di-
recting ChatGPT to generate dialogues that align with pre-
determined criteria established by the researchers. Moving
forward, this study’s insights will inform the development of
a larger, well-balanced dataset tailored specifically for (HRI)
scenarios.

Finally, the case study allowed us to observe how fast
data generation is, making it possible to create more exam-
ples, thus improving the robot’s listening skills and avoiding
the monotonicity of responses. Certainly, however, a deeper
evaluation of effectiveness will be the subject of subsequent
studies.On the other hand, we aim at integrating our frame-
work with emerging challenges due to novel big data trends
(e.g., [8, 18, 5, 38, 17, 35, 36, 37, 6, 22, 34]).
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