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ABSTRACT
SMGA is a tool that mainly supports humans in visually perceiving the characteristics/properties of
systems/protocols. Those characteristics could be used as lemmas to formally verify that the sys-
tems/protocols enjoy desired properties. The core task of the tool is to design a state picture that
helps humans comprehend the systems/protocols better and then conjecture the characteristics. To
demonstrate that SMGA can be applied to a wider class of systems/applications, we have graphically
animated the Lim-Jeong-Park-Lee autonomous vehicle intersection control protocol with SMGA. The
state machine formalizing the protocol uses composite data. We have revised SMGA so as to handle
composite data. We design a flexible state picture for the protocol so that it is possible to deal with
different initial states when the number of vehicles is less than or equal to a given number. In the
conference version of the present paper, the visual representations of vehicles (or vehicle statuses) on
each lane did not preserve the actual order of the vehicles on the lane. We have also revised SMGA
so that it is possible to make a state picture design that preserves such an order. In the conference
version, any information on conflict and concurrent lanes for each lane was not displayed. We have
revised the state picture design so that such information can be visualized. Some characteristics are
guessed by observing graphical animations based on the state picture design, and the characteristics
are confirmed with model checking. The paper also summarizes several lessons learned as tips on
how to design a state picture with composite data.

© 2022 KSI Research

1. Introduction
SMGA [15] has been developed to visualize graphi-

cal animations of systems/protocols. The main purpose of
SMGA is to help human users be able to perceive non-trivial
characteristics of systems/protocols by observing its graph-
ical animations because humans are good at visual percep-
tion [10]. Those characteristics could be used as lemmas
to formally verify that the systems/protocols enjoy some de-
sired properties. It implies the usefulness of the tool since
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lemma conjecture is a challenging problem in formal veri-
fication. Several case studies of some protocols have been
conducted with SMGA, such as Alternating Bit Protocol
(ABP) [15], a communication protocol, Qlock andMCS pro-
tocols [3, 16, 5, 6] shared-memory mutual exclusion proto-
cols, and Suzuki-Kasami protocol [4], a distributed mutual
exclusion protocol, to demonstrate its power.

Nowadays, autonomous vehicles or self-driving cars are
a trend of the era. They have many potentials that make hu-
mans more convenient. The Lim-Jeong-Park-Lee autono-
mous vehicle intersection control protocol (the LJPL pro-
tocol) [12] is one possible way to handle traffic control
management for intersections through which vehicles/cars
pass. It also has been formally specified in Maude by Moe
et al. [2]. Thus, it is ready to graphically animate the LJPL
protocol with SMGA so as to demonstrate that SMGA can
be applied to protocols of autonomous vehicles/self-driving
cars. Our motivations of the work described in the present
paper are two-fold: (1) we would like to show that SMGA

DOI reference number: 10.18293/JVLC2022-N1-004
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can be applied to a wide class of protocols/systems, and (2)
we would like to be prepared by conjecturing non-trivial
characteristics for future formal proofs that the LJPL pro-
tocol enjoys some desired properties. The LJPL protocol
was taken for motivation (1) as written. Moe et al. [2]
conducted some model checking experiments for the LJPL
protocol but did not do any formal proofs for the proto-
col. Standard model checking cannot guarantee that proto-
cols/systems surely enjoy desired properties in general, al-
though it is good at finding counterexamples. It would be
necessary to use theorem proving so as to guarantee that
protocols/systems surely enjoy desired properties. Formal
proofs that the LJPL protocol enjoys desired properties is
one piece of our future work for which we must use several
lemmas. Motivation (2) is for this purpose.

We need to carefully make a state picture design in order
to produce good graphical animations because it is consid-
ered a core task of the tool [5]. To make a state picture de-
sign, we first specify the protocol in Maude. The specifica-
tion, however, contains some observable components whose
values are composite (over one component value inside). It
is non-trivial to deal with composite data with SMGA. One
possible way to visualize such a composite value is to add
extra observable components each of which stores a copy
of a (component) value that composes the composite value,
where observable components are what constitute states in
our way to specify state machines and extra observable com-
ponents play roles as auxiliary/ghost variables used in formal
verification. This option may make state expressions unnec-
essarily complex. We did not take this option but have re-
vised the tool so that users can design a state picture to be
able to display (each component of) a composite value ex-
plicitly. Even if the number of vehicles is fixed, the LJPL
protocol has multiple initial states. Given a natural number
n, we make a flexible state picture design so that any initial
states in which the number of vehicles is up to n can be han-
dled. Some characteristics are then guessed by observing
graphical animations generated from the design. The char-
acteristics are also confirmed with Maude [7]. Some lessons
learned are summarized as tips on how to design a good state
picture with observable components whose values are com-
posite.

In the conference version [14] of the present paper, the
visual representations of vehicles (or vehicle statuses) on
each lane did not preserve the actual order of the vehicles on
the lane. We have also revised SMGA so that it is possible to
make a state picture design that preserves such an order. In
the conference version [14], any information on conflict and
concurrent lanes for each lane was not displayed. We have
revised the state picture design so that such information can
be visualized.

The rest of the paper is organized as follows. Sect. 2
mentions some preliminaries such as statemachines, Maude,
and SMGA. Sect. 3 introduces the LJPL protocol. Sect.
4 describes formal specification of the LJPL protocol in
Maude. In Sect 5, we describe how to graphically animate
the LJPL protocol. We discuss some ideas of how to handle

observable components whose values are composite. Some
characteristics of the LJPL protocol are then guessed by ob-
serving its graphical animations and confirmed by model
checking in Sect. 6. Sect. 7 summarizes lessons learned as
tips on how to design a state picture with composite data.
Sect. 8 mentions some related work. Finally, we conclude
the present paper in Sect. 9.

All of the state pictures and state sequences for SMGA
presented in this paper are available at https://bddang.
bitbucket.io/.

2. Preliminaries
A state machine M ≜ ⟨S, I, T ⟩ consists of a set S of

states, a set I ⊆ S of initial states, and a binary relation
T ⊆ S ×S over states. (s, s′) ∈ T is called a state transition
and may be written as s→M s′. The setR ⊆ S of reachable
states with respect to M is inductively defined as follows:
(1) for each s ∈ I , s ∈ R and (2) for each (s, s′) ∈ T ,
if s ∈ R, then s′ ∈ R. A state predicate p is an invariant
property with respect to M if and only if p(s) holds for all
s ∈ R. A finite sequence s0,… , si, si+1,… , sn of states iscalled a finite computation ofM if s0 ∈ I and (si, si+1) ∈ T
for each i = 0,… , n − 1.

In this paper, to express a state of S, we use a braced
associative-commutative collection of name-value pairs.
Associative-commutative collections are called soups, and
name-value pairs are called observable components. That is,
a state is expressed as a braced soup of observable compo-
nents. The juxtaposition operator is used as the constructor
of soups. Let oc1, oc2, oc3 be observable components, and
then oc1 oc2 oc3 is the soup of those three observable com-
ponents. A state is expressed as {oc1 oc2 oc3}. There are
multiple possible ways to specify state transitions. In this
paper, we use Maude [7], a programming/specification lan-
guage based on rewriting logic, to specify them as rewrite
rules. Maude makes it possible to specify complex systems
flexibly and is also equipped with model checking facili-
ties (a reachability analyzer and an LTL model checker). A
rewrite rule starts with the keyword rl, followed by a la-
bel enclosed with square brackets and a colon, two patterns
(terms that may contain variables) connected with =>, and
ends with a full stop. A conditional one starts with the key-
word crl and has a condition following the keyword if be-
fore a full stop. The following is a form of a conditional
rewrite rule:
crl [lb] : l => r if … /\ ci /\ …
where lb is a label and ci is part of the condition, which may
be an equation lci = rci or a matching equation lci ∶= rci.The negation of lci = rci could be written as (lci =/= rci) =
true, where = true could be omitted. For a given subject term
t, if there exist a sub-term t′ of t and a substitution � such that
t′ = �(l) and the condition… /\ ci /\ … holds under �, t′ in
t is replaced with �′(r), where �′ is a substitution obtained
by � and substitutions calculated bymatching equations. For
lci ∶= rci, lci may have new variables that do not appear in
l and the other matching equations so far, while rci does not
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have such new variables. lci ∶= rci holds if and only if
there exists a substitution �i such that �i(�′′(lci)) = �′′(rci),where �′′ is a substitution obtained by � and substitutions
calculated by the matching equations so far.

Maude provides the search command that allows finding
a state reachable from t such that the state matches p and
satisfies c:
search [n,m] in MOD ∶ t =>* p such that c .
where MOD is the name of the module specifying the state
machine, and n and m are optional arguments stating a bound
on the number of desired solutions and the maximum depth
of the search, respectively. n typically is 1 and t typically
represents an initial state of the state machine.

State Machine Graphical Animation (SMGA) is a tool
developed by Nguyen and Ogata [15]. SMGA does not au-
tomatically produce visual state picture design but it allows
human users to design a good state picture. An input requires
a state picture designed by humans and a state sequence gen-
erated by Maude. An output is graphical animations based
on series of pictures in which each state is displayed based
on the state picture design. There are two ways to visual-
ize the observable component at each state that temporarily
called (1) text display and (2) mark display. For example,
one state that simulates a clock is specified as follows:
{(hh: 10) (mm: 59) (ss: 59)}

where hh, mm, and ss are observable components receiving 10,
59, and 59 as their values, respectively. The following figure
displays a state picture design (on the left-hand side), and a
state picture (on the right-hand side) of the example in which
hh is presented as (2) (mark display), mm and ss are presented
as (1) (text display).

3. Lim-Jeong-Park-Lee Autonomous Vehicle
Intersection Control Protocol
Unlike the traditional traffic light mechanism, which has

a drawback in choosing the optimal time and cycles of light
signals with the different numbers of vehicles in different
lanes of various intersections, the LJPL protocol provides an
efficient solution to manage the traffic of intersections. Sup-
pose that vehicles run on the right-hand side of a street and
each side of a street has two lanes as shown in Figure 1. We
also suppose that when a vehicle is crossing the intersection,
if it is running on the right lane of its moving direction, then

Figure 1: An example of intersection

it can only go straight or turn right. On the other hand, if
the vehicle is crossing the intersection on the left lane, it can
only turn left.

For each lanei, two relations between it and the other
lanes are introduced as follows:

• conflict lanes: the conflict lanes of lanei are lanej for
j = (i + 2) % 8, (i + 5) % 8, (i + 6) % 8, (i + 7) % 8
if i = 0, 2, 4, 6; and j = (i + 1) % 8, (i + 2) % 8, (i +
3) % 8, (i + 6) % 8 if i = 1, 3, 5, 7 (where % is the
modulo operation). For example, lane0 and lane2 are
conflict, meaning that vehicles on lane0 and those on
lane2 are not allowed to go through the intersection
simultaneously.

• concurrent lanes: the concurrent lanes of lanei are
lanej for j = (i + 1) % 8, (i + 3) % 8, (i + 4) % 8 if
i = 0, 2, 4, 6; and j = (i+4)%8, (i+5)%8, (i+7)%8
if i = 1, 3, 5, 7. For example, lane0 and lane4 are con-
current, meaning that vehicles on those two lanes are
allowed to go through the intersection simultaneously.

Each vehicle has as its status one of the following five
values: running, approaching, stopped, crossing, or crossed
as its status. Let us note that Lim et al. do not use running&
approaching statuses in the paper [12] and they use passing
& passed statuses instead of crossing & crossed, respec-
tively. There are eight queues of vehicles, each of them is
associated with one of eight lanes. When a vehicle is far
enough from the intersection, its status value is running,
and when the vehicle is approaching the intersection shortly
enough, its status changes to approaching, and its ID is en-
queued into the queue associated with its lane. A vehicle
is supposed to never change the lane and never pass the ve-
hicles in front of it after its status changes to approaching.
After a vehicles becomes approaching as its status, its sta-
tus becomes stopped, which means that the vehicle stops in
front of the intersection. Furthermore, the vehicle becomes
lead if there is not any other vehicle whose status value is
stopped in front of it; otherwise, it becomes non-lead. Note
that there are two possible cases such that the vehicle be-
comes lead: (1) the vehicle is the top of the queue (i.e., there

3
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is no other vehicle in front of it on the lane), and (2) there is
another vehicle in front of it on the lane whose status value
is crossing.

Every lead vehicle checks if there is no vehicle on any
conflict lane crossing the intersection and the time given to
it is earlier than those given to the lead vehicles on the con-
flict lanes (i.e., it arrives at the intersection earlier than any
others). If so, the lead vehicle is allowed to go through the
intersection, and its status changes to crossing. At the same
time all non-lead vehicles following the lead vehicle and sta-
tuses are stopped are also allowed to go through the intersec-
tion together with the lead and their statuses also change to
crossing. When a vehicle has crossed the intersection, the
status of the vehicle becomes crossed and its ID is dequeued
from the queue.

Some information needs to be exchanged among lead ve-
hicles to synchronize the protocol (e.g., comparing the ar-
rival times). Algorithm 1 and Algorithm 2 describe how
a lead vehicle whose status value is stopped on a lane ex-
changes information with the lead vehicles on the four con-
flict lanes.
Algorithm 1. Basic IVC protocol (active thread)
1: begin at each round
2: veℎicletarget ← selectVehicle();
3: send(informationlocal,veℎicletarget);
4: informationtarget ← receive(veℎicletarget);
5: updateInformation(informationlocal,

informationtarget);
6: end
Algorithm 2. Basic IVC protocol (passive thread)
1: repeat
2: veℎicletarget ← waitForVehicle();
3: informationtarget ← receive(veℎicletarget);
4: updateInformation(informationlocal,

informationtarget);
5: send(informationlocal, veℎicletarget);
6: until forever
where IVC stands for inter-vehicle-communication [12] and
informationv for v = local, target consists of the following
information:

• lane: Lane number from 0 to 7
• arrivalTime: Arrival time for its own vehicle
• arrivalTimelead : Arrival time for the lead vehicle
• lead: True or false
• conflictLane: List of conflict lanes
• concurrentLane: List of concurrent lanes
• concurrentLanePassing: List of concurrent lanes for

passing vehicles
• status: stopped, passing, or passed

Let us repeat again that in the present paper, we use crossing
& crossed instead of passing & passed; and we add running
& approaching as the status values.

The LJPL protocol itself is described as Algorithm 3:
Algorithm3. Mutual exclusion algorithm via IVC
1: begin initialization
2: inforV eℎiclesi[j]← null, ∀i ∈ {1, ...,maxlane},

∀j ∈ {1, ...,maxvehicle};
3: end
4: begin when entering the intersection
5: lane← getLaneNum();
6: arrivalT ime← getCurrentTime();
7: if no vehicle on the lane,

where status == stopped then
8: lead ← true;
9: arrivalT imelead ← arrivalT ime;
10: else
11: lead ← false;
12: endif
13: status← stopped;
14: end
15: begin at each cycle
16: update inforV eℎiclesi[j]according to Algorithm 1 and Algorithm 2;
17: check infoV eℎiclesconflictLanefor passing the intersection;
18: if passingCondition() then
19: status← passing;
20: move and cross the intersection;
21: endif
22: end
23: begin when exiting the intersection
24: status← passed;
25: end
26: function passingCondition()
27: if ∀arrivalT imelead ∈ inforV eℎiclesconflinctLane

> arrivalT imelead and
∀status ∈ inforV eℎiclesconflictLane
== stopped then

28: return true;
29: else if ∃status ∈ inforV eℎiclesconcurrentLane

== passing and
∃!lanei ∈ {lanen,∀n ∈ {0, ...,maxlane}
∣ status == passing} and
∀arrivalT imelead
∈ inforV eℎiclesconcurrentLanePassing
> arrivalT imelead then

30: return true;
31: else
32: return false;
33: end function

4. Specification of LJPL Protocol in Maude
As written, in this paper, a state is expressed as a braced

soup of observable components. Let b is a Boolean value, q
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is a queue of vehicle IDs (i.e., a queue of natural numbers be-
cause natural numbers are used as vehicle IDs). Let vid, lid,
t, lt are natural numbers, where vid and lid represent a ve-
hicle ID and a lane ID, respectively, while t and lt represent
the time. To formalize the LJPL protocol as a state machine
MLJPL, we use the following observable components:

• (clock : t,b) - it says that the current time is t. clock

represents the global clock shared by all vehicles. Ini-
tially, the first parameter of clock is set to 0 and will
increment. However, if time is allowed to increase
without any constraints, the reachable state space will
quickly explode. That is the reason why we introduce
the second component b such that t only can incre-
ment when b is true. That is, whenever b is true, t
can increment and b becomes false, and when a vehi-
cle obtains the current time t (without changing t), b
becomes true.

• (v[vid] : lid,vstat,t,lt) - it says that the vehicle vid
is running on the lane lid, its current status is vstat,
it arrives at the intersection at the time t, and the lead
vehicle of the lane lid reaches the intersection at the
time lt.

• (lane[lid] : q) - it says that the queue of vehicles run-
ning on lane lid is q.

• (gstat : gstat) - it says whether all vehiles concerned
have crossed, where gstat is either fin or nFin. When
it is fin, all vehicles concerned have crossed the inter-
section.

Each state in SLJPL is expressed as {obs}, where obs is a
soup of those observable components. We suppose that five
vehicles (from 0 to 4) participate in the LJPL protocol such
that two vehicles are running on lane0, one vehicle is running
on lane1, and two vehicles are running on lane5. The initial
state of ILJPL namely init is defined as follows:
{(gstat: nFin) (clock: 0,false) (lane[0]: oo)

(lane[1]: oo) (lane[2]: oo) (lane[3]: oo)

(lane[4]: oo) (lane[5]: oo) (lane[6]: oo)

(lane[7]: oo) (v[0]: 0,running,oo,oo)

(v[1]: 0,running,oo,oo) (v[2]: 1,running,oo,oo)

(v[3]: 5,running,oo,oo) (v[4]: 5,running,oo,oo)

(v[oo]: 0,stopped,oo,oo) (v[oo]: 1,stopped,oo,oo)

(v[oo]: 2,stopped,oo,oo) (v[oo]: 3,stopped,oo,oo)

(v[oo]: 4,stopped,oo,oo) (v[oo]: 5,stopped,oo,oo)

(v[oo]: 6,stopped,oo,oo) (v[oo]: 7,stopped,oo,oo)}

Initially, gstat is set to nFin, the value of the global clock is
0. Since the second value of the clock observable compo-
nent is false, the abstract notion of the current time cannot
increment. Each queue associated with each lane only con-
sists of oo (denoting ∞), saying that there is no vehicle on
the lane close enough to the intersection. v[0] & v[1] repre-
sent the two vehicles running on lane0, v[2] represents the
vehicle running on lane1, and v[3] & v[4] represent the two

vehicles running on lane5. There are eight v[oo] observable
components that are used to represent dummy vehicles.

12 rewrite rules are used to specify TLJPL. Let OCs and
OCs' be Maude variables of observable component soups, T,
T' and T'' be Maude variables of natural numbers, and B is a
Maude variable of Boolean values. When all vehicles have
crossed the intersection, the state does not change anything,
which is specified by the following two rewrite rules:
rl [stutter] : {(gstat: fin) OCs}

=> {(gstat: fin) OCs} .

crl [fin] : {(gstat: nFin) OCs}

=> {(gstat: fin) OCs} if fin?(OCs) .

where fin?(OCs) returns true iff all vehicles in OCs have
crossed the intersection.

The rewrite rule tick is defined to specify the behavior
of the global clock:
rl [tick] :

{(gstat: nFin) (clock: T,true) OCs} =>

{(gstat: nFin) (clock: (T + 1),false) OCs} .

The rewrite rule says that if the second value of the clock ob-
servable component is true, the abstract notion of the current
time T increments and the second value becomes false.

Two rules are used to specify a set of transitions that
change a vehicle status from running to approaching as fol-
lows:
rl [approach1] : {(gstat: nFin) (clock: T,B)

(lane[LI]: oo) (v[VI]: LI,running,oo,oo) OCs}

=> {(gstat: nFin) (clock: T,true)

(lane[LI]: VI) (v[VI]: LI,approaching,T,oo)

OCs} .

rl [approach2] : {(gstat: nFin) (clock: T,B)

(v[VI]: LI,running,oo,oo)

(lane[LI]: (VI' ; VS)) OCs}

=> {(gstat: nFin) (clock: T,true)

(lane[LI]: (VI' ; VS ; VI))

(v[VI]: LI,approaching,T,oo) OCs} .

where LI, VI, and VI' are Maude variables of natural num-
bers, VS is aMaude variable of queues of natural numbers and
∞, and ; is the constructor of queues. Note that ; is declared
as an associative binary operator and each natural number
or oo is declared as a singleton queue. Thus, VI' ; VS ; VI

denotes the queue obtained by putting VI into the queue de-
noted as VI' ; VS at the end. The first rewrite rule specifies
the case in which there is no vehicle close enough to the in-
tersection on the lane where the vehicle is running, while the
second one deals with the case in which there exists at least
one vehicle close enough to the intersection on the lane.

Three rewrite rules are used to specify a set of transitions
that change a vehicle status from approaching to stopped as
follows:

5
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rl [check1] : {(v[VI]: LI,approaching,T,oo)

(gstat: nFin) (lane[LI]: (VI ; VS)) OCs}

=> {(gstat: nFin) (v[VI]: LI,stopped,T,T)

(lane[LI]: (VI ; VS)) OCs} .

rl [check2] : {(v[VI]: LI,approaching,T'',oo)

(gstat: nFin) (v[VI']: LI,stopped,T,T')

(lane[LI]: (VS' ; VI' ; VI ; VS)) OCs}

=> {(gstat: nFin) (v[VI]: LI,stopped,T'',T')

(v[VI']: LI,stopped,T,T')

(lane[LI]: (VS' ; VI' ; VI ; VS)) OCs} .

rl [check3] : {(v[VI]: LI,approaching,T'',oo)

(gstat: nFin) (v[VI']: LI,crossing,T,T')

(lane[LI]: (VS' ; VI' ; VI ; VS)) OCs}

=> {(gstat: nFin) (v[VI]: LI,stopped,T'',T'')

(v[VI']: LI,crossing,T,T')

(lane[LI]: (VS' ; VI' ; VI ; VS)) OCs} .

where VS' is a Maude variable of queues. The first rewrite
rule specifies the case in which vehicle VI is the top of the
queue (i.e., VI will be lead on the lane). The second one
deals with the case in which there exists another vehicle VI'

in front of the vehicle VI such that VI' is stopped (VI will
be non-lead on the lane). The last one specifies the case in
which there exists another vehicle VI' in front of the vehicle
VI such that the status of VI' is crossing (VI will be lead on
the lane).

Two rewrite rules enter1 and enter2 are used to specify
a set of transitions that change a lead vehicle status from
stopped to crossing. enter1 deals with the case in which the
ID of the lane on which the lead vehicle is located is even
and enter2 deals with the case in which it is odd. enter1 is
defined as follows:
crl [enter1] : {(v[VI]: LI,stopped,T,T)

(gstat: nFin) (lane[LI]: (VI ; VS)) OCs}

=> {(gstat: nFin) (lane[LI]: (VI ; VS))

(v[VI]: LI,crossing,T,T) OCs'}

if isEven(LI) /\

LI1 := (LI + 2) rem 8 /\

(lane[LI1]: (VI1 ; VS1))

(v[VI1]: LI1,VSt1,T11,T12) OCs1 := OCs /\

VSt1 = stopped /\ T < T12 /\

LI2 := (LI + 5) rem 8 /\

(lane[LI2]: (VI2 ; VS2))

(v[VI2]: LI2,VSt2,T21,T22) OCs2 := OCs /\

VSt2 = stopped /\ T < T22 /\

LI3 := (LI + 6) rem 8 /\

(lane[LI3]: (VI3 ; VS3))

(v[VI3]: LI3,VSt3,T31,T32) OCs3 := OCs /\

VSt3 = stopped /\ T < T32 /\

LI4 := (LI + 7) rem 8 /\

(lane[LI4]: (VI4 ; VS4))

(v[VI4]: LI4,VSt4,T41,T42) OCs4 := OCs /\

VSt4 = stopped /\ T < T42 /\

OCs' := letCross(VS,OCs) .

Figure 2: A state picture design for the LJPL protocol (1)

Figure 3: A state picture for the LJPL protocol (1)

where LIi for i = 1,… , 4 are Maude variables of natural
numbers, VIi & Tj for i = 1,… , 4 & j = 11, 12,… , 41, 42
are Maude variables of natural numbers & ∞, VSi for
i = 1,… , 4 are Maude variables of queues, VSti for i =
1,… , 4 are Maude variables of vehicle statuses, and OCsi for
i = 1,… , 4 are Maude variables of observable component
soups. isEven(LI) holds if LI is even. The rewrite rule checks
if all lead vehicles of the four conflict lanes (i.e., LI1, LI2, LI3,
and LI4) are not crossing the intersection and the arrival time
T of the vehicle VI is less than all arrival times of the lead ve-
hicles on the conflict lanes. If the conditions are satisfied,
the status of vehicle VI is changed to crossing from stopped
and the statuses of all vehicles that follow VI and whose sta-
tuses are stopped also become crossing, which is done by
letCross(VS,OCs).

The rewrite rule enter2 can be defined likewise. There
are also two more rewrite rules leave1 and leave2 that are
used to specify a set of transitions changing a vehicle status
to crossed from crossing. All of them can be found from the
webpage presented in Sect. 1.
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Figure 4: A state picture design for the LJPL protocol (2)

5. Graphical Animation of LJPL Protocol
5.1. Idea

At the beginning of the work, we needed to deal with
a problem of how to design a good state picture so that it
can display well a composite value of some observable com-
ponent. At that time, the version of SMGA was only able
to visualize observable components whose value is text or
designated place. The tool, however, was not able to dis-
play specific components inside the composite values of the
observable components. For example, considering the fol-
lowing observable component: (time: (Y Y ,MM,DD)),
SMGA was not able to display the value “Y Y ”, “MM”,
or “DD”. Therefore, we have modified the specification by
adding some observable components that do not affect the
behavior of the protocol. With the example above, three ob-
servable components are added: (year: Y Y ) (montℎ: MM)
(day: DD) (time: (Y Y ,MM,DD)). This is the key idea to
makes the tool be able to produce good graphical animations
for the LJPL protocol in particular and display observable
components whose values are composite in general.

It is convenient for users if SMGA supports a function-
ality that can explicitly visualize specific component inside
the composite values of the observable components with-
out adding unneeded observable components. Therefore, we
have revised the tool to support the functionality. The key
idea is to add # followed by a natural number (start from
0) that represents a position inside the composite value of
an observable component. For example, with the follow-
ing composite value (time: (Y Y ,MM,DD(ℎℎ,mm, ss))),
where its third component is also a composite value that
consists of ℎℎ, mm and ss, we can extract the value mm by
the notation time#2#1, where 2 denotes the third position of
time’s value (i.e., DD(ℎℎ,mm, ss)), and 1 denotes the sec-
ond position insideDD (i.e., mm). Therefore, users can dis-
play the component as a text or a designated place with the
new functionality provided by SMGA.

5.2. State Picture Design
In SMGA, designing a good state picture is an important

task because it can help humans better perceive the charac-
teristics of the protocol [5]. In our way to formalize the LJPL
protocol, each state is expressed as a braced soup of observ-
able components. Multiple similar observable components,
such as v observable components, are used. v observable
components contain values whose types are the same, such
as the lane ID (laneID) and the status (vStat) of a vehicle.
By following the similarity principle of Gestalt [20, 19], they
should be put together. Furthermore, the laneID of a vehicle
cannot be changed and hence we fix it as a constant text. We
then come up with a state picture design for the initial state
init mentioned in the previous section (shown in Figure 2).
A state picture generated from the state picture design is de-
picted in Figure 3.

In Figure 2, there are eight arrow shapes representing
eight lanes. A lane representation designed is as follows:

There are three colors: light green, pink, and light yel-
low that represent three statuses crossing, stopped, and
approaching, respectively. For example, the status values of
the fourth and fifth vehicles (i.e., v3 and v4) in the following
figure are approaching:

Two status values running and crossed representations
used in Figure 2 are as follows:

7
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A rectangle whose color is light cyan represents the status
running. A rectangle whose color is white represents the
status crossed. For example, the status values of the first
and third vehicles (i.e., v0 and v2) in the following figure
are running and crossed, respectively:

The design of the clock representation used in Figure 2
is as follows:

The value of the clock consists of two pieces of information:
a natural number and a Boolean value (mentioned in Sect. 4).
Three blue squares represent the natural number from 0 to 2.
If the value of the natural number is 0, the first blue square
is displayed. A red circle represents the Boolean value. If
the value is true, a red circle is displayed, otherwise, noth-
ing is displayed. For example, when the value of the natural
number is 1, and the Boolean value is false, those values
are displayed as follows:

The design of the time arrivals of vehicles representation
used in Figure 2 are as follows:

In each horizontal line, three blue squares represent the value
of the time arrival (from 0 to 2). If nothing is displayed, the
value is∞. If the value is 0, the first blue square is displayed.
For example, the figure below displays the case when the
value of the first vehicle is ∞, the values of the four other
vehicles are 0:

The design of the gstat representation used in Figure 2
is as follows:

If the value of gstat is fin, the circle and text is displayed,
otherwise, nothing is displayed.

Figure 5 shows a state picture in which the initial state
contains one vehicle in each lane1, lane2, lane4, lane6, and
lane7, two vehicles in lane0, and three vehicles in lane5. It
indicates that users need to redesign a new state picture since
the initial state is changed. We design a flexible state picture
such that it can be used when the number of vehicles partici-
pating in the protocol is small enough. Figure 7 displays the
flexible state picture design, in which each lane can contain
up to four vehicles, the value of the natural number of clock,
and the value of the time arrival are up to 6.
5.3. Graphical Animation of LJPL Protocol

Figure 6 shows a state sequence for the LJPL protocol
based on the state picture design depicted in Figure 5. Six
pictures correspond to six consecutive states from State 13
to State 18 in one state sequence randomly generated by
Maude. Those pictures follow the rewrite rules mentioned in
4, such as State 17 is the successor of State 16 by the rewrite
rule leave1. Taking a look at the first picture (State 13) im-
mediately makes us recognize that each of lane0 and lane5
contains two vehicles whose status values are stopped, each
of lane6 and lane7 contains one vehicle whose status value
is approaching, each of lane1 and lane2 contains one vehicle
whose status value is stopped, the values of time arrival of
those vehicles are equal to 0 except two vehicles whose sta-
tus values are running have time arrival∞. Taking a look at
State 13 and State 14 immediately makes us recognize that
v12’s status changes from approaching to stopped. Taking
a look at State 15 to State 17 immediately makes us recog-
nize that v2’s status value changes from stopped to crossing
and finally to crossed, and v4’s status value changes from
running to approaching.

Figure 8 shows another state sequence. Three pictures
correspond to three consecutive states from State 27 to State
29. Taking a look at State 27 and State 28 makes us imme-
diately recognize that three vehicles can change the status
from stopped to crossing at the same time. It is interesting
because crossing is regarded as the critical section such that

8
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Figure 5: A state picture design for the LJPL protocol (3)

Figure 6: A state sequence for the LJPL protocol (1)

at most one vehicle should be located in the critical section
at the same time. Taking a look at the State 28 makes us
immediately recognize a case such that there exist two ve-
hicles running on two different lanes, and their statuses are
crossing. It can be explained that two vehicles running on
two concurrent lanes (e.g., lane5 and lane2) are allowed to
cross the intersection simultaneously.
5.4. Preservation of the Order of Vehicles on each

Lane
In graphical animations of the LJPL protocol produced

in our conference paper [14], the order of vehicles on each
lane in each state picture instance may be different from the
actual order of the vehicles on the lane. For example, in State
13 appearing in Figure 6, there are two v0 and v1 on lane0. v1
is the first vehicle and v0 is the second one on the state pic-
ture instance (State 13), while the lane[0] observable com-
ponent has v0 ; v1 as its value, meaning that v0 is the first
vehicle and v1 is the second one. This difference is not good
because human users may mis-understand something about
State 13 by looking at the state picture. This is because the

version of SMGA available when our conference paper [14]
was written required us to fix the position for each vehicle
on each lane when the vehicle status is one of the three sta-
tuses (approaching, stopped and crossing). Therefore, v1 is
always in front of v0 in the state picture design used in the
conference version even though v0 is actually in front of v1
when the statuses of both v0 and v1 are one of the three sta-
tuses.

One possible way to solve the situation is to use text dis-
play (see Sect. 2) to visualize queues of lane observable com-
ponents. However, it is impossible to extract each vehicles’
statuses from the queues because the queues only consists of
vehicle IDs. For example, when the lane[0] observable com-
ponent has v0 ; v1 as its value, the text v0 ; v1 is displayed.
Because vehicles statuses are one piece of essential informa-
tion of the protocol, this approach is not good enough.

We took a different approach. We have revised SMGA
so that the tool can use mark display (see Sect. 2) to visu-
alize queues of lane observable components so as to visu-
alize vehicles statuses effectively. When a vehicle is in one
of the three statuses, its ID is always displayed at a fixed
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Figure 7: A flexible state picture design for the LJPL protocol (1)

Figure 8: A state sequence for the LJPL protocol (2)

location of the arrow shape for the status in the previous ap-
proach. Thus, state pictures may not respect the order in
which there are vehicles whose statuses are one of the three
statuses (approaching, stopped and crossing) on a lane. On
the other hand, in the current approach taken in the present
paper, we allows the ID of such a vehicle to be displayed at
any possible location of the arrow shape depending on the
value (queue) of the lane observable component concerned.

For example, the design of the arrow shape for lane 5 is as
follows:

We suppose that there are three vehicles v3, v4 and v10 on
lane 5. The design is made so that each of the three vehicles
can be displayed at any of the three possible positions on
each arrow sub-shape (note that there are three arrow sub-
shapes on the lane).

When the value (queue) of the lane[i] observable com-
ponent is displayed, SMGA checks the status of each vehicle
j in the queue by looking at the second component (vstat)
of the v[j] observable component. For example, when there
are three vehicles v3, v4 and v10 on lane 5 such that v3 and v4

are crossing and v10 is stopped, they are displayed as shown
in Figure 9. The state picture respects the order of the three
vehicles v3, v4 and v10 on lane 5.

Figure 10 shows a sequence of state pictures produced by
the latest version of SMGA that corresponds to the sequence
of state pictures shown in Figure 8. Each state picture ap-
pearing in Figure 10 preserves the order of vehicles on each
lane, while each state picture appearing in Figure 8 does not
necessarily preserves the order.
5.5. Visualization of Conflict and Concurrent

Lanes
For each of the eight lanes, there are four conflict and

three concurrent lanes. In graphical animations of the LJPL
protocol produced in our conference paper [14], any infor-
mation on conflict and concurrent lanes is displayed. Infor-
mation on conflict and concurrent lanes is not very static be-
cause each lane has different conflict and concurrent lanes.
Furthermore, information on conflict and concurrent lanes
is not stored in any observable components. Thus, such in-
formation cannot be handled as any other information, such
as the status of each vehicle and the lane information. Be-
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Figure 9: A state picture for the LJPL protocol (2)

Figure 10: A state sequence for the LJPL protocol (3)

cause information on conflict and concurrent lanes is crucial
for the LJPL protocol, it should be visualized.

Our approach to visualization of information on con-
flict and concurrent lanes is as follows. We make each text
“lane i” for i = 0, 1,… , 7 on each state picture clickable. Ini-
tially, each text “lane i” is displayed in black. When “lane i”
is clicked, its four conflict lane texts become red and its
three concurrent lane texts become blue, while “lane i” is
kept black. For example, when “lane 5” is clicked, each
“lane j” for j = 0, 3, 6, 7 becomes red and each “lane k” for
k = 1, 2, 4 becomes blue. Even while playing a graphical
animation, each “lane i” can be clicked. Figure 11 shows
four state pictures in which “lane 5”, “lane 0”, “lane 2” and
“lane 6”, respectively. The functionality that visualizes the
conflict and concurrent lanes of “lane i” by clicking “lane i”
is called the conflict/concurrent lane interaction functional-
ity.

Let us note that there are four state pictures in Figure 11
but they represent one state (State 15). State 15 is an example
in which a deadlock situation occurs, when no vehicle will

cross the intersection. It is reported by Moe et al. [2] that the
original LJPL protocol does not enjoy the deadlock freedom
property. When the lead arrival times of the two top vehicles
on two conflict lanes are exactly the same, the original LJPL
protocol cannot select one of the two vehicles. Moe et al. [2]
propose that when that is the case, one vehicle whose lane
ID is less than the other vehicle’s lane ID is selected. We
use the revised protocol by Moe et al. [2] in the following
sections.

6. Confirmation of Guessed Characteristics
with Maude
We first guess four characteristics by observing graphi-

cal animations of the LJPL protocol and confirm them with
the Maude search command. We then describe one seem-
ing characteristic by observing graphical animations of the
LJPL protocol. The characteristic is refuted by the Maude
search command. We revise the characteristic and confirm
it by theMaude search command. Let init be the initial state
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Figure 11: Four state pictures in which lanes 5, 0, 2, 6 are clicked, respectively

defined in Sect. 4.
6.1. Four Characteristics Guessed and Confirmed

Observing some graphical animations, we first see that
the status of a vehicle sometimes does not change when the
value of clock changes (shown at State 15 in Figure 6). Care-
fully focusing on the value of clock, we guess that when the
Boolean value of clock is false, the arrival time of any vehi-
cle cannot be greater than the first value of clock. The char-
acteristic can be confirmed by the Maude search command
as follows:
search [1] in RIMUTEX : init =>*

{(clock: T,false) (v[VI]: LI,VS,T1,T2) OCs}

such that

T1 >= T and T1 =/= oo .

The search command above tries to find a reachable state in
which the arrival time T1 (that is not ∞) of a vehicle VI is
greater than or equal to the first value T of clock. Maude
does not find any reachable state that satisfies the condition
from the state init. Therefore, the guessed characteristic is
confirmed with the initial state init.

Observing some graphical animations, we guess that if
the first value of clock is equal to the arrival time of a vehicle,
the status of the vehicle is not running. The characteristics
can be confirmed by Maude search command as follows:
search [1] in RIMUTEX : init =>*

{(clock: T,B) (v[VI]: LI,VS,T1,T2) OCs}

such that

T1 == T and VS == running .

The search command above tries to find a reachable state
in which the arrival time T1 of a vehicle VI is equal to the
first value T of clock and the status of the vehicle is running.
Maude does not find any reachable state that satisfies the
condition from the state init. Consequently, the guessed
characteristic is confirmed with the initial state init.

Observing some graphical animations with the con-
flict/concurrent lane interaction functionality, we recognize
that if a vehicle is the top of lane LI1 and its status is cross-
ing, then another vehicle that is the top of lane LI2 that is a
conflict one of lane LI1 is never crossing. The charismatic
can be confirmed by the Maude search command as follows:
search [1] in RIMUTEX : init =>*

{(lane[LI1]: VI1 ; Q1) (v[VI1]: LI1,crossing,T11,T12)

(lane[LI2]: VI2 ; Q2) (v[VI2]: LI2,crossing,T12,T22) OCs}

such that

areConflict(LI1,LI2) = true /\ LI1 =/= LI2 .

The search command above tries to find a reachable state in
which two lanes LI1 and LI2 are conflict, two vehicles VI1

and VI2 are the top of the two lanes, respectively, and the
two vehicles’ statuses are crossing. Maude does not find any
reachable state that satisfies the condition from init. There-
fore, the guessed characteristic is confirmed with the initial
state init.

Observing some graphical animations, we carefully fo-
cus on concurrent lanes. Let us note that there are three con-
current lanes for each lane. We recognize that there are at
most two concurrent lanes on which vehicles are crossing si-
multaneously. The charismatic can be confirmed by Maude
search command as follows:
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Figure 12: A state picture in which the seeming characteristic
is broken

search [1] in RIMUTEX : init =>*

{(lane[L1]: v1 ; Q1) (lane[L2]: v2 ; Q2)

(lane[L3]: v3 ; Q2)

(v[V1]: L1,crossing,T11,T12)

(v[V2]: L2,crossing,T21,T22)

(v[V3]: L3,crossing,T31,T32) OCs}

such that

areConcur(L1,L2) /\ areConcur(L1,L3) /\

areConcur(L2,L3) /\ (L1 =/= L2) /\ (L1 =/= L3)

/\ (L2 =/= L3) .

The search command above tries to find a reachable state
in which three different lanes L1, L2 and L3 are concurrent,
three vehicles V1, V2 and V3 are the top of the three lanes,
respectively, and the three vehicles are crossing. Maude does
not find any reachable state that satisfies the condition from
init. Therefore, the guessed characteristic is confirmed with
the initial state init.
6.2. One Seeming Characteristic and its Revision

By using one tip called CCT-2 (By concentrating on two
different-kind observable components, we may find a rela-
tion between them, from which we may conjecture some
characteristics.) [6], we carefully focus on the two top vehi-
cles VI1 and VI2 of two conflict lanes LI1 and LI2, the statuses
of VI1 and VI2 and the arrival times T11 and T21 of VI1 and
VI2. We then guess that if VI1 is crossing, then T11 is less
than or equal to T21. We tried to confirm the characteristic
with the following Maude search command:
search [1] in RIMUTEX : init =>*

{(lane[LI1]: VI1 ; Q1) (v[VI1]: LI1,crossing,T11,T12)

(lane[LI2]: VI2 ; Q2) (v[VI2]: LI2,VS2,T21,T22) OCs}

such that

areConflict(LI1,LI2) = true /\

LI1 =/= LI2 /\ VI1 =/= VI2 /\ T11 > T21 .

Maude found a counterexample of the guessed characteris-
tic, although it is seemingly correct. Figure 12 shows a state
picture of the counterexample. Let us take a look at the vehi-
cles v1 on lane 0 and v5 on lane 5. The two lanes are conflict
and the two vehicles are the top of the lanes as shown in Fig-
ure 12. v1 is crossing and v5 is stopped, while the v1’s arrival

time is 1 and the v5’s arrival time is 0. v1 is the top of lane 0
and seems to be the lead vehicle of lane 0, but v1 is not the
lead vehicle of lane 0. v0 that is crossed was the lead vehicle
of lane 0 because both its arrival time and lead arrival time
(the third and forth components of v[v0] observable compo-
nent) are 0 and v1 has been following v0 when crossing the
intersection. This is because the lead arrival time of v1 is 0
that is the same as the arrival time of v0.

To guess the characteristic, we should have considered
the lead arrival time instead of the arrival time of each ve-
hicle concerned. We revise the characteristic as follows: if
there are the top vehicles VI1 and VI2 of two conflict lanes
LI1 and LI2 such that VI1 is crossing, the lead arrival time
T12 of VI1 is less than or equal to the lead arrival time T22

of VI2. The revised characteristic can be confirmed by the
following Maude search command:
search [1] in RIMUTEX : init =>*

{(lane[LI1]: VI1 ; Q1) (v[VI1]: LI1,crossing,T11,T12)

(lane[LI2]: VI2 ; Q2) (v[VI2]: LI2,VS2,T21,T22) OCs}

such that

areConflict(LI1,LI2) = true /\

LI1 =/= LI2 /\ VI1 =/= VI2 /\ T12 > T22 .

Maude does not find any counterexamples.

7. Lessons Learned
Through the case study with the LJPL protocol, we ob-

tain several lessons on how to design a good state picture so
that we can conjecture some non-trivial characteristics, es-
pecially when there are some observable components with
composite values. The lessons learned can be summarized
as follows:

• When an observable component has a composite
value, which consists of more than one component
value inside, we need to carefully select which com-
ponent values to visualize. For example, the second
and the third component values (i.e., the status and
the time arrival) of the vehicle observable component
are selected while the fourth component value (i.e.,
the time arrival of the lead) of the vehicle observable
component is not used in our design.

• If a value of an observable component does not
change, it should be expressed at a fixed label, such
as laneID of each vehicle observable component.

• If there exist observable components that have values
whose types are the same, we should design and dis-
play the values together in one designated place.

• If there exist observable components that have a
natural number as their values and the values are
small enough, the values should be visually expressed
nearby together so that we can see them simultane-
ously and compare them instantaneously. For exam-
ple, the first value of clock (i.e., a natural number) and
the time arrival of each vehicle have been visualized
in our design.
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8. Related Work
Bui and Ogata [4] have graphically animated a mutual

exclusion distributed protocol called Suzuki-Kasami with
SMGA. The protocol contains the network component used
to exchange messages. They have realized the messages that
have been put into the network and deleted from the network
are crucial information so that they have revised SMGA to be
able to display those messages. Their solution is to prepare
two places for those messages. Some guessed characteris-
tics are confirmed as invariant properties of the protocol with
Maude. The authors have summed up their experiences as
tips to help human users design a state picture for distributed
protocol. This research and ours can share the working flow,
but we cannot apply the technical content or tips to our work.
One such reason is that the behavior of distributed protocol
and autonomous vehicle intersection control protocol cannot
share each other.

A mutual exclusion protocol called Qlock has been con-
ducted by May Thu Aung et al. [3]. Some properties of the
protocol have been conjectured by observing graphical ani-
mation. The properties also havemodel checkedwithMaude
and theorem proved with CafeOBJ [8]. One piece of our fu-
ture work is to theorem prove the characteristics guessed in
this paper with CafeOBJ.

María Alpuente et al. [13] have proposed a methodol-
ogy to check whether a Maude program is correct or not via
logical assertions based on rewriting logic theories. They
also have developed a prototype tool that is an implemen-
tation of that methodology. One functionality of the tool is
to visualize the possible trace slides (as state sequences in
our paper) to help users identify the cause of the error. Hu-
man users can observe the specific states corresponding to
their rewriting rules by selecting them from a given initial
state. In case that many possible rewriting rules may appear,
the visualization is looked like a graph or a tree in which
the states (displayed as text) are nodes. This visualization
approach can be applied to our work, although its purpose
is different than ours. One piece of our work is to compare
those approaches together.

SMGA can be regarded as an integration of formal meth-
ods and visualization. We introduce two recent studies on
an integration of formal methods and visualization. One [9]
is a study on visualization of what is done inside by Vam-
pire [11], an automated first-order logic theorem prover, and
the other is a study on visualization of the structural oper-
ational semantics of a simple imperative programming lan-
guage [17]. Although automated theorem provers are attrac-
tive because they may automatically prove theorems, they
cannot truly fully automatically prove all possible theorems.
Proof attempts may fail. If that is the case, human users
need to comprehend why the proof attempts fail and need to
change the format of input logical formulas and/or some in-
ternal proof strategies. It is very difficult for non-expert users
and at least non-trivial for expert users to really comprehend
why the proof attempts fail because it is necessary to under-
stand what is done inside by an automated theorem prover,
such as Vampire. Gleiss, et al. have then developed SATVIS,

a tool to visualize what is done inside by Vampire. Students
and even programmers should learn semantics of program-
ming languages so as to understand programming languages
better, which may make it possible for them to write better
programs. However, it is hard for students to learn semantics
of programming languages. Perhác and Zuzana Bilanová
have then developed an interactive tool for visualization of
the structural operational semantics of a simple imperative
programming language. SMGA partially shares the motiva-
tion of the first study [9]. This is because themain purpose of
SMGA is to help human users conjecture lemmas needed for
interactive theorem proving through graphical animations of
state machines concerned. Nothing special is directly shared
by SMGA and the second study [17] except an integration of
formal methods and visualization. However, several formal
semantics of programing languages have been described in
the K framework [18], where K has been implemented in
Maude. SMGA basically graphical animates state machines
specified in Maude. Therefore, it would be possible to inte-
grate SMGA and the K framework so that formal semantics
of programming languages can be visualized.

9. Conclusion
We have described graphical animations of the Lim-

Jeong-Park-Lee autonomous intersection control protocol
with SMGA in which the composite data are explicitly vi-
sually displayed. Two state picture designs that deal with
initial states in two different ways have been created, and a
flexible state picture design has been proposed so that all ini-
tial states can be handled provided that the number of vehi-
cles is less than or equal to a given number. Some character-
istics are guessed by observing graphical animations based
on our design to demonstrate that graphical animation could
help humans visually perceive the characteristics of the pro-
tocol. Those characteristics are confirmed by model check-
ing. We have summarized our experiences as some tips on
how to design a good state picture for autonomous vehicle
intersection control protocol. One future direction is to ap-
ply our work to other self-driving vehicle protocols, such as
a merging protocol [1]. Another future work is to integrate
SMGA into Maude so that the tool can use some function-
alities of Maude, such as pattern matching and generating a
state sequence of state on the fly.
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A B S T R A C T
The limitivism philosophy holds that an accurate connectionist account can only approximate good
symbolic descriptions within certain limit. Grounding symbolic structure onto the vector space has
been researched in the literature but precise solution has not yet emerged. Here, we present a geo-
metric method that embodies symbolic tree structures precisely onto learned vector representation.
This method turns vector embedding of symbols into nested sets of 𝑛-spheres (spheres in a higher di-
mensional space), with two desirable properties: (1) each vector embedding is well preserved by the
central point of an 𝑛-sphere; (2) symbolic tree structures are precisely encoded by inclusion relations
among 𝑛-spheres. This unified representation bridges the gap between Deep Learning and symbolic
structural knowledge. Significant experiment results are obtained by embodying a large hypernym
trees word-sense tree onto GloVE word embeddings of tree nodes. Our geometric method shows a
new way to completely resolve the antagonism between connectionism and symbolicism.
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1. Introduction
A concept can be understood from two perspectives, one

from the inside – its content, in terms of a set of features, the
other from outside – its connections with other concepts, in
terms of a symbolic structure. In the battle between the two
perspectives, both sides believe the they explain the same
phenomena [26]. If we imagine the two perspectives as dif-
ferent eyes of the monster Artificial Intelligence, how can
this monster construct the external world in its mind using
the inputs from the two heterogeneous eyes? Precisely, How,
if possible at all, can discrete symbolic structures be (pre-
cisely) unified with their own feature vectors?

The two perspectives belong to the two paradigms in
Artificial Intelligence, namely the symbolic paradigm and
the connectionist paradigm. The symbolic paradigm is con-
cerned with structural knowledge and rules for inference and
decision making. A typical symbolic system consists of three
components [9]: (i) symbols, either primitive or constructed;
(ii) the meaning of constructed symbols, interpreted via the
meaning of primitive symbols and the way of construction;
(iii) reasoning via symbolic manipulations. The connection-
ist paradigm is inspired by the physiology of the brain and
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models cognitive capabilities in terms of networks of simple
computational nodes. Problem solving in this paradigm is to
design and to train networks using exemplary data, in which
knowledge is implicitly represented by weights of connec-
tions between nodes.

Approaches in the two AI paradigms are based on com-
plementary mechanisms and target different levels of cog-
nitive analysis [45, 50]. Symbolic approaches excel at rea-
soning but can hardly learn and are vulnerable to noisy in-
puts. Connectionist approaches, in particular Deep Learn-
ing [32], are robust to noisy or unforeseen inputs and capa-
ble of learning from data. However, they lack explainabil-
ity, and are limited to approximated reasoning [25, 10], can
be deliberately fooled by adversarial inputs [44, 28], and re-
quiring much more training data than human learnes would
need [29]. Nevertheless, connectionist approaches can make
sense of data via similarity judgments [25, 52] and thus sim-
ulate one of three judgment methods under uncertainty [53].

An open challenge remains with respect to the question
of how connectionist approaches can reach symbolic levels
of reasoning [3, 49] or achieve cognitive modeling [39]. Re-
searches in hybrid neuro-symbolic approaches aim at real-
ising robust connectionist learning and sound symbolic rea-
soning [1, 2, 21, 16, 5]. Most of the approaches utilise inter-
face neural networks to approximately bridge vector embed-
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Figure 1: Blue areas represent islands with Left Hand Traffic
System; red areas represent islands with Right Hand Traffic
System

dings and symbols [17], in a way to roughly ground abstract
symbols into a vector space [23, 24]. Geometrical struc-
ture is advocated as a potential cognitive representation apart
from symbols or connectionist networks [18, 19].

Here, we geometrically construct a unified representa-
tion of a symbolic tree structure and its node embeddings:
(1) vectorial node embeddings are promoted onto spheres in
higher dimensional space; (2) the symbolic tree is spatialised
onto these spheres such that inclusion relations among spheres
precisely embody symbolic tree structures. The existence
of these spheres shows the possibility to create a geometric
continuum between symbolic and connectionist models, to
completely resolve the antagonism between connectionism
and symbolicism, and to realise the hope that to design ar-
tificial cognitive systems (the mind of the AI monster) that
combine the two complementary paradigms (inputs from its
two eyes) and solve problems from both perspectives [38, 9].

2. The Structuralist Eye Cannot Be Replaced
by the Connectionist Eye
The eliminativism claims that connectionist approaches

can sweep away (eliminate) symbolic approaches, and was
refuted by observing that neural-networks were computed
by symbolic computational devices (Turing machine) [7]. In
this section, we give more evidences to refute the elimina-
tivism perspective, starting from a thought experiment.
2.1. You won’t trust neural navigators in

way-finding
On your birthday party, your wonderful birthday gift is

placed in the middle of a large maze. You are given a route
instruction to find it at the end of the route. You are ex-
tremely excited, take the route instruction, and dive into the
maze, and forget to ask how to get out of the maze. You call
your friends outside the maze for help. They tell you the gift
is a neural navigator. Given the current route instruction, it
produces the next route instruction. Your friends try to con-
vince you that a sequence of route instructions can be under-

stood as a long sentence, and the neural navigator is exactly
trained by the route you have, and routes of all other mazes
around the world, with the same training mechanism as that
for word-embeddings, e.g., [36]. Will you trust such kinds
of neural navigator? If you know symbolic approaches to get
out of the maze, such as the wall-follower method, or simply
reversing the current route instruction, will you choose this
neural navigator?
2.2. Connectionist eyes cannot see anything that

structuralist eyes see
Figure 1 illustrates places where different traffic systems

are used. The blue areas use the left-hand traffic system, the
red areas use the right-hand traffic system. Only being fed
with sufficient traffic scenarios, can autonomous driving cars
learn there are two traffic systems by themselves? If they
switch among right-hand traffic and left-hand traffic places,
they cannot learn whether there are two traffic systems at
all. It is hard to imagine that deep-learning systems can be
intelligent enough to generate concepts of left and right, if
they are only fed with traffic images without labeling which
traffic systems. Because the concept of being left or right
is not originated from images of street scenes. The origi-
nal meaning of the left hand refers to the hand that is close
to the heart of the body. Even for humans, the term of be-
ing left/right may not exist. For example, Guugu Yimithierr
people only have absolute orientation corrdinates, such as
north, south in their spatial conceptual system. A Guugu
Yimithirr speaker would say something like “I left some to-
bacco on the southern edge of the western table in the house”
[33, 41]. Connectionist eyes cannot see anything that struc-
turalist eyes see. To teach connectionist eyes see objects, we
have to teach them by correctly imposing object names with
object images [4, 36, 46, 14, 57, 22, 47, 32]. External knowl-
edge must be imposed onto the connectionist networks. This
is not new to connectionists. In image recognition, they shall
first precisely label object names to each image in the train-
ing set. If each cat image is labelled as ‘dog’, the well-trained
networks will recognize each cat image as ‘dog’.
2.3. Structures can exist without data

The existence of laws lies in the fact that violation exists
in the reality. That stealing is not allowed as a law is due
to the fact that stealing behaviors exist in the society. Even
stealing behaviors does not exist, it still holds that stealing is
not allowed – A phrase may be denoting, and yet not denote
anything [43, p.41]. Only fed with data of stealing behav-
iors, connectionist networks would be more likely to mimic
stealing behavior, rather than to be enlightened that stealing
is not allowed. Excluding all stealing data from the train-
ing set, connectionist networks may not learn the concept of
stealing at all.
2.4. Mental Representation of Partial Tree

Structures
Structural knowledge is often modeled in terms of re-

lations between or among entities. Figure 2(a) illustrates a
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(a) (b)
Figure 2: (a) A simple semantic network of spatial knowledge among California, Nevada, San Diego, and Reno; (b) A partially
region-based hierarchical structure among California, Nevada, San Diego, and Reno

spatial structure among the cities San Diego and Reno, the
stated of California and Nevada and the USA. Most people
mistakenly judge that San Diego (CA) is further west than
Reno (NV). The reason is that tree nodes are represented as
regions in mind and that only relations between locations
inside the same spatial region are explicitly stored [48], as
illustrated in Figure 2(b). This region-based representation
can explain systematical errors that people made in reason-
ing with spatial knowledge [54, 35].

The real challenge for connectionists is not to defeat sym-
bolic theorists, but rather to come to terms with the ongoing
relevance of the symbolic level of analysis [3, p.16]. Here,
we examine the possibility to promote vectors of entities
into regions such that inclusion relation shall precisely rep-
resent the child-parent relation in the tree, as illustrated in
Figure 2(b).

3. The Statement of the Problem, and the
Challenges
The problem addressed here can be stated as follows:

Given a symbolic tree structure, and vector representations
of its nodes, can we embody each tree node into a sphere
such that (1) each child-parent relation in the tree structure
(seen from the structuralist eye) is precisely encoded as in-
clusion relations among spheres; (2) the vector representa-
tion of a tree node (seen from the connectionist eye) is very
well preserved by the sphere of the tree node.

The first criteria can be re-formulated within the con-
nectionists’ community as the criteria of reaching global loss
zero. In the literature of connectionism, the termination con-
dition of training processes only needs to be a local mini-
mum. As we need to precisely encode all symbolic relations
into inclusion relations among regions, we require global
loss zero. A small scaled experiment in [11] shows that it
is not possible to reach global minimum zero only by utilis-
ing the back-propagation method.

The second criteria may suggest us to create a sphere
for a tree node by taking its vector as the central point of
the sphere. This turns out to be not realistic. Take a hy-
pernym tree as the example. In many cases, words, such as

Figure 3: dessert sphere partially overlaps with plant sphere,
although they should be disconnected from each other

ice_cream, tuberose, and their superordinate words, such as
dessert, plant, seldom occur in the same context, their vector
embeddings differ to such a degree that the cosine value is
less than zero. For example, using GloVE embedding [40],
the cos value of ice_cream and dessert is −0.1998, the cos
value of tuberose and plant is−0.2191. This follows that the
dessert sphere by taking the vector embedding as the central
point, will contain the origin point of the embedding space,
if it contains ice_cream sphere. The plant sphere by taking
the vector embedding as the central point will contains the
origin point of the embedding space, if it contains tuberose
sphere. Then, dessert sphere overlaps with plant sphere, as
illustrated in Figure 3. Such overlapping is not allowed, as
there is no entity which are both dessert and plant.

4. Constructing Spheres in Higher
Dimensional Spaces
Promoting vectors into spheres appears deceptively sim-

ple, as it seems that we only need to add two new elements
for each vector: one representing the length of the central
point vector, the other representing the radius. Could the
back propagation method be successful for this task? Ex-
periments show that it cannot guarantee to achieve the target
configuration precisely [12]. We abandon back propagation
method, and use geometric construction and illustrate the

18



T.Dong / Journal of Visual Language and Computing (2022) 16–24

Figure 4: Spatializing symbolic structures onto vector space. Connectionist network represents a word as a one-element vector.
Biased by training sentence, Hamburg vector [348] is closer to city vector [327] and captial vector [319] than to harbor-city vector
[300]. To precisely encode symbolic tree structures, we promote them into circles, for example, harbor-city vector to a circle with
central point [572, 300] with radius=53, with the target that inclusion relations among circles encode child-parent relations in the
tree structure

method with the example as follows: Let the sentence “it was
proposed to construct a maglev train between Berlin, capital
of Germany, and harbor-city Hamburg” be in a training set,
connectionist networks can capture co-occurrence relations
among words in terms of vectors (word-embeddings). Fig-
ure 4 illustrates one dimensional word embeddings, e.g., the
word embedding of Berlin is [270]. Suppose that Hamburg
is a harbor-city, as a piece of truth-knowledge, be not clearly
stated in the training text. As a result, Hamburg vector is closer
to city vector and capital vector than to harbor-city vec-
tor, which violates the symbolic structure that Hamburg is-a
harbor-city and Hamburg is-not-a capital. Such bias may
lead connectionists and statisticians to stay at the level of ap-
proximation in reasoning and to believe the limitivism phi-
losophy that an accurate connectionist account can only ap-
proximate good symbolic descriptions within certain limit.
Our novel method is to promote a one dimensional word-
embedding [y] into two dimensional circles with central point
[x,y] and radius r. Then, we gear all xs and rs, so that in-
clusion relations among circles precisely encode the sym-
bolic tree structure, as illustrated in Figure 4. Adding di-
mension is due to the fact that the space to embed seman-
tic relations of words may not be the same as the space to
embed their co-occurrence relations. Here, a symbol is em-
bodied as a sphere in high dimensional space with the re-
striction that a part of the center vector is the vector embed-
ding from connectionist networks. That is, symbols are only
partially landed onto the vector embedding space. Through

such a symbol spatialising process, we embody a symbolic
tree structure into a continuous space, so that the brittleness
problem of symbolic approaches is removed. We describe
the symbol spatializing process for a tree structure as fol-
lows.
4.1. Method

A tree 𝔗 is a relational structure that can be described as
a relational structure (T, S) [6] in which

1. T is the set of nodes {𝑡1, 𝑡2,… , 𝑡𝑛}
2. S is the set of node pairs {(𝑡𝑖, 𝑡𝑗)|𝑡𝑖, 𝑡𝑗 ∈ 𝑇 }
3. 𝔗 has a unique root node 𝑟 that for any other node

𝑡 there is a unique chain [𝑟 = 𝑡′1,… , 𝑡′𝑖,… , 𝑡 = 𝑡′𝑤]under the condition that neighborhood nodes, 𝑡′𝑗 and
𝑡′𝑗+1, are node pairs in S.

4. For every non-root node 𝑢, there is a unique node pair
(𝑣, 𝑢) in S.

5. For any node 𝑥, (𝑥, 𝑥) does not exist in S
We geometrically represent each tree node 𝑡 as a sphere

⊙𝑡 with central point 𝑂𝑡 and radius 𝑟𝑡, and node pair as the
cover relation 𝖢𝖮𝖵 as follows: (𝑡𝑖, 𝑡𝑗) is in 𝑆, if and only if
⊙𝑡𝑖 covers ⊙𝑡𝑗 , written as 𝖢𝖮𝖵(⊙𝑡𝑖 , ⊙𝑡𝑗 ). Geometrically, we
define that ⊙𝑡𝑖 covers ⊙𝑡𝑗 , if and only if radius 𝑟𝑡𝑖 is greater
than the sum of 𝑟𝑡𝑗 and the distance between their central
points ‖𝑂𝑡𝑖 − 𝑂𝑡𝑗‖, that is, 𝑟𝑡𝑖 > 𝑟𝑡𝑗 + ‖𝑂𝑡𝑖 − 𝑂𝑡𝑗‖. This
greater than relation excludes the case that a sphere covers
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sphere contained by spheres
⊙(𝑏𝑒𝑖𝑗𝑖𝑛𝑔.𝑛.01) ⊙(𝑐𝑖𝑡𝑦.𝑛.01) ⊂ ⊙(𝑚𝑢𝑛𝑖𝑐𝑖𝑝𝑎𝑙𝑖𝑡𝑦.𝑛.01) ⊂ ⊙(𝑟𝑒𝑔𝑖𝑜𝑛.𝑛.03)
⊙(𝑏𝑒𝑟𝑙𝑖𝑛.𝑛.01) ⊂ ⊙(𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛.𝑛.01)
⊙(𝑏𝑒𝑟𝑙𝑖𝑛.𝑛.02) ⊙(𝑠𝑜𝑛𝑔𝑤𝑟𝑖𝑡𝑒𝑟.𝑛.01) ⊂ ⊙(𝑐𝑜𝑚𝑝𝑜𝑠𝑒𝑟.𝑛.01) ⊂ ⊙(𝑚𝑢𝑠𝑖𝑐𝑖𝑎𝑛.𝑛.02)

⊂ ⊙(𝑎𝑟𝑡𝑖𝑠𝑡.𝑛.01)
⊙(ℎ𝑎𝑚𝑏𝑢𝑟𝑔.𝑛.01) ⊙(𝑝𝑜𝑟𝑡.𝑛.01) ⊂ ⊙(𝑝𝑜𝑖𝑛𝑡.𝑛.02) ⊂ ⊙(𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛.𝑛.01) ⊂ ⊙(𝑜𝑏𝑗𝑒𝑐𝑡.𝑛.01)

Table 1
Child-parent relations are encoded by continuous inclusion relations among spheres. The
direct hypernym of a word-sense 𝑤 is the word-sense 𝑥 whose sphere is the smallest sphere
that covers 𝑤’s sphere. ⊙(𝑤) represents the sphere of 𝑤, 𝐴 ⊂ 𝐵 represents 𝖢𝖮𝖵(𝐵,𝐴)

word-sense 1 word-sense 2 word
beijing.n.01 london.n.01, atlanta.n.01, china, taiwan, seoul, taipei, chinese, shanghai,

washington.n.01, paris.n.0, korea, mainland, hong, wen, kong, japan,
potomac.n.02, boston.n.01 hu, guangzhou, chen, visit, here, tokyo, vietnam

berlin.n.01 madrid.n.01, toronto.n.01, vienna, warsaw, munich, prague, germany,
rome.n.01, columbia.n.03, moscow, hamburg, bonn, copenhagen, cologne,
sydney.n.01, dallas.n.01 dresden, leipzig, budapest, stockholm, paris,

berlin.n.02 simon.n.02, williams.n.01, frankfurt, amsterdam,german,stuttgart,brussels
foster.n.01, dylan.n.01, petersburg, rome, austria, bucharest, düsseldorf,
mccartney.n.01, lennon.n.01 zurich, kiev, austrian, heidelberg, london

hamburg.n.01 glasgow.n.01, bristol.n.01, munich, stuttgart, bundesliga, frankfurt,
oslo.n.01, santos.n.01, freiburg, bayern, borussia, vfb, fc,,
colon.n.04, hull.n.05 germany, werder, bremen, eintracht, berlin

Table 2
Top-6 sphere nearest neighbors compared with top-N GloVe nearest neighbors. Neigh-
bours of a sphere are strictly constrained by hypernym structures. In our tree structure,
‘hamburg.n.01’ is the neighbor of other ports. In contrast, GloVe neighbours are biased
training corpus, mixing with or neglecting other word-senses. Glove neighbors of ‘ham-
burg’ are severely biased to football-related training sentences, neighbors ‘beijing’ mixes
with names of countries and persons, the word-sense of family names of ‘berlin’ is totally
neglected in its neighborhood

itself (condition 5). The cover relation is transitive, that is,
if ⊙𝑡𝑖 covers ⊙𝑡𝑗 , and ⊙𝑡𝑗 covers ⊙𝑡𝑘 , then ⊙𝑡𝑖 covers ⊙𝑡𝑘 .
This follows that the root sphere covers all other spheres.

We adopt depth-first recursive process to traverse the nodes
in a tree structure. A parent sphere will be constructed af-
ter all its child spheres are constructed, as illustrated in Fig-
ure 5(a). Geometric construction is carried out as a sequence
of operations selected from three geometric transformations
as follows.

1. A Homothetic operation on sphere ⊙ with the ratio
𝑘(𝑘 > 0), written as 𝖧(⊙, 𝑘), zooms out the length of
the vector of its central point and the radius with the
same ratio 𝑘, 𝖧(⊙(𝑂, 𝑟), 𝑘) = ⊙(𝑘𝑂, 𝑘𝑟), as illustrated
in Figure 5(g).

2. A Shifting operation on sphere ⊙ with vector 𝑣, writ-
ten as 𝖲(⊙, 𝑣), shifts this sphere with vector 𝑣, 𝖲(⊙, 𝑣) =
⊙(𝑂 + 𝑣, 𝑟), as illustrated in Figure 5(h).

3. A Rotation operation rotates sphere ⊙(𝑂, 𝑟) with unit
vector 𝛽 in the subspace spanned by the 𝑖-th and the
𝑗-th basis, written as 𝖱(⊙(𝑂, 𝑟), 𝛽, 𝑖, 𝑗) = ⊙(𝑂′, 𝑟), in
which 𝑂𝑘 = 𝑂′

𝑘 for all 𝑘 ≠ 𝑖, 𝑗, 𝑂′
𝑖 = 𝑂𝑖 cos 𝛽 +

𝑂𝑗 sin 𝛽, 𝑂′
𝑗 = −𝑂𝑖 sin 𝛽 + 𝑂𝑗 cos 𝛽, as illustrated in

Figure 5(i).

4.2. Experiments
GloVe word-embeddings [40] are used as the pre-trained

word-embedding, hypernym trees among word-senses are
extracted from WordNet 3.0 [37], totaling 291 hypernym
trees and 54, 310 spheres [12], each representing a word-
sense in a hypernym tree. These sphere embeddings have
32,503 word-stems. Precise spatialisation has been achieved,
pre-trained GloVe word-embeddings have been very well-
preserved. Only a tiny portion (1.3%) of pre-trained word-
embeddings indicates a small variation (std ∈ (0.1, 0.7666]).
Symbolic tree structure is precisely embedded onto the con-
tinuous space, which leads to precise encoding of category
information, as illustrated in Table 1, and precise separation
of word-senses in nearest neighborhood experiments, as il-
lustrated in Table 2. In order to prevent the deterioration of
already constructed relations, we will apply the same trans-
formation for all its child spheres, if we apply a geometric
transformation for a sphere. The recursive geometric con-
struction process will generate a sequence of transformations
for the construction of the sphere of a tree node that trans-
form a sphere from its initial status to the final status. This
dynamic information can be likened as a route instruction
that tells a baby’s home address starting from the hospital
address where it is born. If we already have the route in-
struction of its siblings, we can use it to send the new born
baby home. Using this idea, we have conducted experiments
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Figure 5: (a) Depth-first sequence to update spheres; (b-c) homothetic transformation will be applied for overlapped sibling
spheres; (d-e) construct one capital sphere that covers the Berlin sphere; (f) construct the final capital sphere that covers all
existing capital spheres; (g) homothetic transformation with 𝑘 = 2, (h) shifting transformation with 𝑣, (i) rotation transformation
with 𝛽 = 𝜋

4

to validate the category of an unknown word that appears in
corpus. For example, when we read a text Solingen has long
been renowned for the manufacturing of fine swords, knives,
scissors and razors . . . , we wonder whether Solingen is a city
or a person? Supposing it is a city, we initialize its sphere by
using the type information of city. One of its sibling is Berlin
that we have its route instruction that guides it into the sphere
of city. So, we use this route to guide Solingen. If it is finally
located inside sphere of city, we will predict that Solingen is
a city, otherwise not. We have experimented this method
to predict the type of unknown entities in knowledge graph
[13]. Our experiments show that this geometric approach
greatly outperforms traditional embedding approaches, es-
pecially when the route is long.

5. Conclusion
The relation between neural networks and symbolic struc-

tures remains an open debate. This debate is nothing new
and dates back to the antagonism between Connectionism
and Symbolicism, e.g., [45]. The difficulty is that precise
encoding of symbolic relations cannot be achieved by the
back-propagation algorithm – the fundamental algorithm of
Connectionism. Here, sphere embeddings are created us-
ing geometric construction, and by abandoning back prop-
agation method. Our methodology does not belong to the
connectionism paradigm. The created sphere embeddings
only exist in a space whose dimension is higher the vec-
tor space produced by connectionist networks. This refutes
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Figure 6: Spatializing a complex lattice

eliminativism, implementationalism, and revisionism1, and
also refutes the analogy between the symbolic-subsymbolic
approaches and the relation between macro–micro physical
theories [45]. The sphere embeddings should appeal psy-
chologists, for discrete symbolic tree structures have been
precisely transformed into sphere configurations in a contin-
uous space [45, 8]. They also appeal cognitive linguists [30],
for now bounded regions and paths can be implemented by
geometric transformations.

The nested structure of sphere configurations would solve
the elaboration tolerance problem2 in connectionist networks
[34]. The sphere configuration favors both limitivism and
hybridism3, and serves as a big geometric patchwork that
bridges symbolic and network components, and promises to
merge the two complementary methods and theories in cog-
nitive science [39]. For example, the grounding model of
metaphor [31, 20], the embodiment of language and thoughts
[41, 15], and spatial thinking [55]. It also favors the way
of killing two birds with one stone4[56], in the sense that it
is able to precisely reproduce the two birds: subsymbolic
vectors, and symbolic structure – It kills the two birds with-
out loosing any information about them. The success of the
geometric approach largely depends on being able to pre-
cisely spatialise more complex symbolic structures onto vec-
tor space. Figure 6 shows an on-going work to spatialize a

1eliminativism philosophy holds that connectionist approach can
achieve all symbolic approach can do; implementationalism philosophy
holds that neural-network is the “hardware” of symbolic system; revision-
ism philosophy holds that a symbolic account can be generated by connec-
tionist networks

2elaboration tolerance challenges whether connectionist network can
be elaborated with additional phenomenon.

3limitivism philosophy holds that accurate connectionist account can
approximate good symbolic descriptions within certain limit; hybridism
philosophy holds that a patchwork can be created for the gap between sym-
bolic and neural-network components

4killing two birds with one stone refers to a two-system hypothesis of
the mind that the same neural event that is capable of simultaneously ma-
nipulate conceptual-level symbols and perform subsymbolic operations

complex grid onto vector space.
Connectionism is not a complete theory for learning [27].

Learning through huge amount of data using back-propagation
is bottom-up [51] and inefficient, and only establishes a har-
mony between input and output. An important learning style
in schools and universities is learning under instruction (top-
down style of learning [51]). It is easy to translate “white
as snow” into German (“weiß wie Schnee”), French (“blanc
comme neige”), and many other languages. How shall we
translate it into the Natemba language? People who speak
Natemba live in Benin, a country near to the equator, where
the temperature is around 20◦C in the winter, so no snow-
ing in the winter, as a consequence, no word for snow in
the Natemba language. To describe something very white
there, people would say “white as pelican” (pelican is a kind
of white bird. This is an example of elaboration tolerance in
translation, see footnote 2). We would feel this translation is
interesting and reasonable, after having been informed about
the right background knowledge. Methods should be devel-
oped to precisely inform (or impose) external knowledge to
pure data-driven machine learning systems [42].
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A B S T R A C T 

Chinese characters are remarkable for the form of art, as the Chinese Calligraphy Painting. However, 
it is difficult for the visually impaired and people who are unfamiliar with Chinese to experience the 
beauty of the Chinese characters. In this study, the Sonification scheme, Im2Ms, is proposed to extract 
the melody between the lines, i.e., the lines in strokes. In Im2Ms, the two-dimensional spatial image 
information is transformed into the temporal music acoustics domain based on artistic conception 
and human perception among space, color and sound interaction. Therefore, the Sonification of 
Chinese Calligraphy Painting not only provide a free access for the visually impaired and people who 
are unfamiliar with Chinese to appreciation but also enrich the state of mind and imagery in the 
delivery process. Thus, an immersive appreciation environment of Chinese Calligraphy Painting can 
be further developed. 

        © 2022 KSI Research 

1. Introduction

The birth of this study is driven by the idea: “Is there 
any mechanism for assisting the visually impaired, and 
people who are unfamiliar with Chinese in 
experiencing the art in the form of Chinese Characters 
(i.e., calligraphy) through an alternative modality, 
hearing?” Fortunately, we found that both image and 
sound can evoke emotional responses. Since each 
modality has its certain strengths and each 
combination of modalities may produce different 
synergistic results, sound can provide an additional 
and complementary perceptual channel. Besides, 
sound can be used to augment the visualization by 
permitting a user to visually concentrate on one field, 
while listening to the other. Consequently, the aim of 
this study is to explore and utilize the auditory display 
to strengthen the synesthesia and to supplement the 
visual interpretation of data based on the artistic 
interrelationship. In other words, the digital data in 
two different kinds of medium (images and sounds) 
are being manipulated. (Figure 1) depicts the 

interaction of different display modalities of cross-
disciplinary arts. 

Figure 1: Three display modalities of cross‐disciplinary arts 
in this study. 

Journal of Visual Language and Computing 
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1.1 Scenarios and Contributions 

 The following is the scenario in this study, which 
maps from image onto sound, or space to time: 
appreciating the Chinese Calligraphy Painting, taking 
the example of the “Cursive Script”. Although there has 
been research on mapping from image to sound, none 
of them is dedicated to Chinese Characters. The 
contributions of this study are as follows: Firstly, image 
is analytically transformed from graphic data view into 
abstract sonic space. Secondly, data is mapped to sound 
in a musical way. The visual data representation is 
algorithmically compiled into audio data representation 
with philosophical and aesthetic interrelation through 
compositional mind and process rather than arbitrarily 
or directly converted — a step forward from 
Sonification to Musification. Thirdly, an immersive 
learning environment with audio-visual aids is built 
since it supports concentration, provides engagement, 
increases perceived quality, and enhances learning 
creativity during the appreciation process. 

1.2 Sonification 

The word “Sonification” comprises the two Latin 
syllabus “sonus”, meaning sound, and the ending 
“fication”, forming nouns from verbs which are ending 
with ‘-fy’. Therefore, to “sonify” means to convey the 
information via sound. A Geiger detector can be seen as 
the very basic scientific example for Sonification, 
which conveys (i.e., sonifies) information about the 
level of radiation. A clock is even more basically an 
example for Sonification, which conveys the current 
time. The word “Sonification” has already been defined 
in a majority of researches. “Sonification is to 
communicate information through nonspeech sounds” 
[1]; “Sonification is the use of data to control a sound 
generator for the purpose of monitoring and analysis of 
the data” [2]; “Sonification is the transformation of data 
relations into perceived relations in an acoustic signal 
for the purpose of facilitating communication or 
interpretation” [3]; “Sonification is a mapping of 
numerically represented relations in some domain 
under study to relations in an acoustic domain for the 
purpose of interpreting, understanding, or 
communicating relations in the domain under study” [4]. 
(Figure 2) illustrates the existing Sonification 
techniques, which are already categorized into three 
types according to the mapping approach adopted: 
syntactic, semantic or lexical mapping [5], [6]. 
 

 
arranged from [5] 

Figure 2:  Three types of existing sonification techniques. 

Besides, the fundamental elements of a Sonification 
are suggested in (Figure 3) from both data-centric and 
human-centric points of view [7], including the 
functionality to be identified, tasks to be performed, and 
several related disciplines to be worked with. 

 
rewritten from [7] 

Figure 3: Elements hierarchy of a sonification display. 

Moreover, (Figure 4) illustrates the fundamental 
procedure about how to design a Sonification system, 
where the Communicative Medium is the core of 
Sonification [8]. 

 
 rewritten from [8] 

Figure 4: Schematic of an Auditory Display System. 

However, the essential goal of Sonification is to yield 
an auditory display that will be orderly and intuitively 
maximal in meaning (i.e., coherence) to the observer. 
Inevitably, the effectiveness is what most counts in 
designing a Sonification software or system as shown 
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in (Figure 5). For functionality, the goal-oriented 
function of the system must be clearly defined. For 
utility, if the sound is ugly, people won’t use it. 
Consequently, the craft of composition is important to 
auditory display design (i.e., a composer’s skill can 
contribute to making auditory displays more pleasant 
and sonically integrated and so contribute significantly 
to the acceptance of such displays). For expectancy, 
evaluation (e.g., questionnaire) is needed. 

 

Figure 5: How to make an effective sonification? 

1.3 Musification 

Since data can be visualized by means of graphics and 
sonified by means of sounds, data can be musified by 
means of music as well. “Musification is the musical 
representation of data” [9]. However, the difference 
between Sonification and Musification lies in the fact 
— Music is “organized sounds”, coined by French 
composer, Edgard Varèse [10]. Specifically speaking, 
data is no longer directly mapped onto audio signal 
level, but algorithmically complied onto musical 
structure level, which means, to follow some musical 
grammars or based on musical acoustics. 

1.4 Current Research Trends in 
Sonification 

This section reviews relevant research trends in 
Sonification from two aspects: a diversity of 
usages and image-to-sound. 

1.4.1 Sonification in a Diversity of Usages 
Sonification has been put into practice in a 

variety of areas, inclusive of medical usages, 
assistive technologies, or even data mining and 
information visualization. The idea of using 
Sonification in medical usage is to use sounds to 
diagnose illness; the idea of carrying out 
Sonification in assistive technologies is to make 
maps, diagrams and texts more accessible to the 
visually impaired through multimedia computer 
programs; the idea of applying a direct playback 
technique, called “Audification”, in data mining 
and information visualization is to assist in 
overviewing large data sets, event recognition, 
signal detection, model matching and education [11]. 
Besides, the method for rendering the complex 
scientific data into sounds via additive sound synthesis 
and further visualizing the sounds in Virtual-Reality 
environment has been proposed in [12], which is 

aimed to help scientists explore and analyze huge data 
sets in scientific computing. 

1.4.2 Image-to-Sound Sonification 
Kandinsky produced many paintings, which borrows 

motifs from traditional European music, based on the 
correspondence between the timbres of musical 
instruments and colors of visual image [13]. Contrary to 
Kandinsky’s attempt to “see the music”, there are 
researchers and artists who have been trying to “hear 
the image”. Iannis Xenakis’ UPIC (Unité Polyagogique 
Informatique du CEMAMu) system may be one of the 
first digital graphics-to-sound schemes. Composers are 
allowed to draw lines, curves, and points as a time-
frequency score on a large-size and high-resolution 
graphics tablet for input [14]. Later on, many of the 
ideas that drive image-to-sound software are inspired 
from Xenakis’ research. Unlike UPIC as a graphical 
metaphor of score, Coagula is an image synthesizer 
which uses pixel-based conversion, where x and y 
coordinates of an image are regarded as time and 
frequency axis, with a particular set of color-to-sound 
mappings. Red and Green control stereo panning, while 
Blue smears the sounds to noise content [15]. The 
vOICe (read the capitalized letters aloud individually to 
get “Oh, I see!”), or, “Seeing with Sounds”, is a system 
that makes inverted spectrograms in order to translate 
visual images into sounds, where the two-dimensional 
spatial brightness map of a visual image is 1-to-1 
scanned and transformed into a two-dimensional map 
of oscillation amplitude as a function of frequency and 
time [16]. The mapping translates, for each pixel, 
vertical position into frequency, horizontal position into 
time-after-click, and brightness into oscillation 
amplitude — the more elevated position the pixel, the 
higher frequency the associated oscillator; the brighter 
the pixel, the louder the associated oscillator. The 
oscillator signals for a single column are then 
superimposed. In Wang’s research [17], the image is 
converted from RGB to HSI system and then be mapped 
from Hue (0-360 degree) to pitch (MIDI: 0-127), from 
Intensity (0-1) to playback tempo (0-255), respectively. 
In the research of Osmanovic, the image is mapped 
from its electromagnetic spectrum to tone frequency 
and from intensity to volume based on color properties 
and sound properties. The frequency of the tone is 
redoubled 40 times to compute the frequency of the 
color: tone × 240 ＝ color [18]. 

1.4.3 Chinese Calligraphy Painting 
Chinese Calligraphy Painting is highly ranked as an 

important art form in East Asia, referring to the 
beautiful handwriting of Chinese Characters. Seal 
Script, Clerical Script, Cursive Script and Regular 
Script are the primary styles in the evolution of Chinese 
Calligraphy. (Table 1) displays the same Chinese 
Character, which means “thousand” in Chinese, in four 
different styles. Among all, Cursive Script is the most 
expressive and individual style, which draws the 
musical rhythm and speed in two dimensional space on 
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the Shuan Paper. 

Table 1: Evolution  of  four  primary  styles  of  Chinese 
calligraphy. 

Image In Chinese In English 

 

chuan-shu Seal Script 

 

li-shu Clerical Script 

 

tsao-shu Cursive Script 

 

kai-shu Regular Script 

This artistic creation of Chinese Characters is rich in 
pictorial splendor, and deep in implicit imagery. The 
thickness, length, strength, speed and shape of the 
characters with the transition (stop and change) of the 
brush strokes convey the disposition of the calligrapher 
and enchantment of the calligraphy itself. 

2. Methodology  

“The mapping problem” has been regarded as the 
essential issue of Sonification. In Chinese Calligraphy 
Painting, we found that the calligraphers signify their 
personality through the strokes and modeling of a 
character. In this study, the Sonification mechanisms of 
transforming Chinese Calligraphy Painting (image) into 
music is explored. First of all, the aesthetic features are 
extracted from Chinese Calligraphy Painting. 
Afterwards, the rules are applied to Im2Ms (image-to-
music mapping of Chinese Calligraphy Painting) 
parameter-mapping mechanism. The conversion of 
image-to-music mapping is based on a relationship that 
exists among space, color and sound in human 
perception. (Figure 6) illustrates a general paradigm of 
our Sonification in this study. A limited number of 
features and corresponding sonic attributes are taken 
into account so as to keep the resultant sounds as simple 
as possible and easy to decode because the listeners 
always wish to hear what the data is doing. However, 
the sound will be still rich in itself. 

 

Figure 6: General paradigm of sonification. 

Throughout this section, we provide a mechanism of 
mapping calligraphy data onto appropriate sound 
features along with an overview of the system 
architecture. 

2.1 Mapping Recipe of Im2Ms 

In most practical applications, a raw data image is 
hardly observed any useful information. However, the 
preprocessing of an image contributes to features 
extraction in image analysis, as shown in (Figure 7). 

 

Figure 7: Typical process in image analysis. 

Since a Chinese Character is regarded as an image in 
this study, we are supposed to explore the abstract 
elements which comprise a picture from a Chinese 
Character. Every image has its external frame and 
internal content, where the former means the explicit 
shape characteristics (i.e., contour information, gesture 
of lines) and the later means the implicit structural 
features (i.e., skeleton information, end points). 
Basically we convert a Chinese Character to sound 
according to its shaping frame of pixels. Furthermore, 
the sound is characterized by its structural component 
of content implied in the Chinese Character, as shown 
in (Figure 8). 
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Figure 8: Image analysis of a Chinese character. 

From the micro perspective, the smallest unit of an 
image in computer vision has information about its 
RGB (true-color), intensity (gray-level), position (X-Y), 
etc. According to the traditional spectrograph display of 
sounds, the two-dimensional axes are one for frequency 
and the other for time. Besides, concerning the human 
behavioral habits of writing a Chinese character (where 
most strokes are basically from top left towards bottom 
right corner), two-way scanning methods (i.e., from left 
to right & from top to bottom) are both adopted. 
Moreover, from the top-to-down perspective, each 
image as a whole can be analyzed by its contour, shape, 
etc. (Table 2) shows the mapping between image and 
music parameters. 

Table 2: Mappings from image information to musical 
parameters. 

 

2.2 Preliminaries of Im2Ms 

2.2.1 Segmentation 

Human vision is very good at edge detection so that 
edge detection is one of the most essential tasks in 
image analysis. Edge detection is extensively used in 
image segmentation since edges characterize object 
boundaries. Representing an image by its edges has the 
advantage that the amount of original image data is 
significantly reduced and useless information is filtered 
out, while preserving most of the important structural 
properties in an image. In typical image, edges are 
places with strong intensity contrast. An edge is a jump 
in intensity from one pixel to the next, where drastic 
change occurs in gray level over a small spatial distance 
(e.g. surface color or illumination discontinuity). Hence, 
edges correspond to high spatial frequency components 
in the image signal. The majority of different methods 
to perform edge detection can be grouped into two 
categories, gradient and Laplacian. The gradient-based 
method detects the edges by looking for the maximum 
and minimum in the first derivative of the image. The 
Laplacian-based method finds the edges by searching 
for zero crossings in the second derivative of the image. 
For Gradient-based edge detection methods, the 
gradient vector represents: (1) the direction in the n-D 
space along which the function increases most rapidly, 
and (2) the rate of the increment. Here we only consider 
2D field: 
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where i and j are unit vectors in the x and y directions 
respectively. The generalization of a 2-D function f(x, 
y) is the gradient: 
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The magnitude of g(x, y) is first computed, and is then 
compared to a threshold to find candidate edge points. 
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For Laplacian-based edge detection methods, the 
Laplace operator is defined as the dot product (inner 
product) of two gradient vector operators: 
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The generalization of a 2-D function f(x, y) is the 
gradient: 
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2.2.2 Features Extraction 

Based on the topologically and morphologically 
structural attributes of a Chinese Character, two 
descriptors, as shown in (Table 3), are utilized to 
produce the mapping rules of implicit structural content 
along with the mapping criteria of explicit frame of 
pixels. One is the morphological attribute — End Point, 
where each End Point EP(x, y) must satisfy the 
following two conditions within the eight-connected 
chain code (Figure 9): 

𝐸𝑃ሺ𝑥,𝑦ሻ ൌ 1                                                            ሺ6ሻ 
𝐸𝑃ሺ𝑥  1,𝑦ሻ  𝐸𝑃ሺ𝑥  1,𝑦  1ሻ  𝐸𝑃ሺ𝑥,𝑦  1ሻ

 𝐸𝑃ሺ𝑥 െ 1,𝑦  1ሻ  𝐸𝑃ሺ𝑥 െ 1,𝑦ሻ
 𝐸𝑃ሺ𝑥 െ 1,𝑦 െ 1ሻ  𝐸𝑃ሺ𝑥,𝑦 െ 1ሻ
 𝐸𝑃ሺ𝑥  1,𝑦 െ 1ሻ ൌ 1            ሺ7ሻ 

 

 

40



Chih-Fang Huang and Jenny Ren / Journal of Visual Language and Computing (2022) 36-44 

 
 

 
 

Figure 9: End Point detection by examining the 8‐connected 
chain code elements. 

The other is the topological attribute — Euler Number, 
which means the total number of objects in the image 
(i.e., C) minus the total number of holes in those objects 
(i.e., H), defined as: 

)8(HCE   

Table 3: Two structural descriptors of a Chinese caracter. 

Structural 
Features 

Illustration Metaphor 

End Point 
 

End Point = 7 

Since the number 
of End Points 
implies the number 
of strokes of a 
Chinese Character, 
the more the end 
points, the more 
complicated and 
higher 
fragmentation 
degree a Chinese 
Character; the less 
the end points, the 
smoother a 
Chinese Character. 

Loop 
and 

Euler 
Number 

 

Loop = 3 

Euler Number 
= -2 

 

Loop = 2 

Euler Number 
= -1 

 

Loop = 1 

Euler Number 

Since the number 
of Euler Number 
implies the number 
of closed regions 
in a Chinese 
Character, the 
more the Euler 
Number, the 
higher closed 
degree a Chinese 
Character. 
Moreover, the 
more End Points 
plus the Euler 
Number, the more 
changes of breaths 
during the writing 
and thus the 
slower tempo to 
accomplish a 
Chinese Character. 

= 0 

2.2.3 System Architecture 

(Figure 10) and (Figure 11) illustrate the system flow 
chart and the system architecture of Im2Ms, namely the 
image-to-music conversion of Chinese Calligraphy 
Painting, where Fig. 11 takes a Chinese Cursive Script, 
which means “thousand”, for example. 

 

Figure 10: System flow chart of Im2Ms. 
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Figure 11: System architecture of Im2Ms. 

3. Experiment Results 

The Sonification scheme is implemented in 
MATLAB for rapid prototyping and exploration, where 
MATLAB is an environment with powerful 
mathematical computing especially for digital signal 
and image processing. (Figure 12) and (Figure 13) 
illustrate the output of Im2Ms in both waveform and 
spectrogram displays of the exemplified cursive script, 
as shown in (Figure 11), by horizontal and vertical 
scanning method respectively. 

 

Figure 12: Waveform and spectrogram of output in 
Fig. 11 by horizontal scanning. 

 

Figure 13: Waveform and spectrogram of output in 
Fig. 11 by vertical scanning. 

As shown in (Figure 14)  and (Figure 15), Im2Ms 
achieve its responsiveness during the Musification 
process by observing pitch distributions from two-way 
scanning mechanism. It does meet the goal in 
expectancy of an effective Sonification as the 
mentioned. 

 

Figure 14: Pitch Distribution of output in Fig. 11  by 
horizontal scanning. 
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Figure 15: Pitch Distribution of output in Fig. 11 by 
vertical scanning. 

4. Conclusion and Future Work 

Currently, the adaptive Musification prototype 
designed for Chinese Calligraphy Painting is proposed. 
General conclusion is that the sounds produced convey 
the information about the imagery state of mind and the 
qualitative nature of the data. For Image-to-Music 
conversion, on the one hand, the position-to-pitch 
mapping is more intuitively responsive to original 
visual data and easy for gestalt formation than color-to-
pitch applied in the two related works. However, color 
could be mapped into timbre instead. On the other hand, 
notwithstanding the two parameters are taken into 
account (i.e., position and intensity), the two-way 
scanning results in an extra musical effect — the 
sonority. To sum up, the texture of the image in both 
horizontally and vertically sequential scanning reflects 
on the sonority of the music with interaction. Many 
interesting applications could be realized based on this 
study, such as an Audible Digital Album (let the photos 
sing!). Nevertheless, the actual resolution obtainable 
with human perception of these sound representations 
remains to be evaluated, and the algorithmic 
composition throughout the Musification process need 
more improvements. The involvement of expertise in 
image processing (Chinese Character Recognition), 
music composition, and even psychology is critical for 
its success. Although this study has systematically 
investigated the logical and reasonable mappings from 
the degrees of freedom in the data to the parameters 
controlling the algorithmic composition or sound 
synthesis process, such as the FM (Frequency 
Modulatoin) Synthesis for the image sonification [19] 
and [20], there are still few limitations of this study. The 
most obvious one is the lack of strokes sequential 
information in the Im2Ms. The sequential strokes of a 
Chinese character play a significant role in this kind of 
specific image as an important feature itself. 
Consequently, there might be an alternative demand for 
a real-time and interactive Musification for Chinese 
Calligraphy Painting. Mouse, write pad, or other related 
input devices could be used to obtain more image 

information, such as the sequence of the character, 
instead of simply horizontal and vertical scanning. Take 
the following idea for example. Since the writing 
sequence is based on the “arrow”, the writing segments 
are then retrieved for sections of music, with “rest” 
based on the timing between the end of the last segment 
and the beginning of the next segment. Simply speaking, 
the scanning sequence is no longer the pure left-to-right 
or top-to-bottom, but the real-time writing strokes 
recorded sequentially. In this way, the image content 
could be mapped into music, where the vertical axis 
variance determines the pitch in Pentatonic Scale up or 
down and the horizontal axis variance determines the 
timbre, as shown in (Figure 16). 

 

Figure 16: An exemplified Calligraphy Musification 
algorithm with FM. 
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