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ABSTRACT
In this paper, we suggest SENECA, a tool that attempts to assist students who follow remote classes
in maintaining/capturing attention, allowing them to focus on context-driven learning. Distance edu-
cation has a number of disadvantages, including a lack of physical interaction between students and
teachers, emotional and motivational isolation as a result of this strategy, and a reduction in active
engagement. All of these things have an impact on student learning abilities. The largest distractions
at home are considered among these disadvantages of distant education, particularly for subjects with
low awareness. These distractions cause a movement of the student’s attention from the current lesson
to disturbing events. For this reason, there is a need to experiment with new solutions also linked to
Information Technology (IT) to improve the focused learning during distance education. Our tool’s
technical idea is to create a real-time summary of the topic treated by the teacher. The system captures
the text every five minutes, generates outlines, and browses them to eliminate repetitive portions after
each survey. We looked at two different sorts of filters, semantic and summary, to see if the first could
distinguish between topics and the second could evaluate the topic’s highlights. Natural Language
Processing algorithms are used to extract categories and keywords from the general generated sum-
mary. The latter will emphasize the most important points of the speech, while the keywords will be
utilized to extract the candidate literature about the discussed topics.

© 2021 KSI Research

1. Introduction
Into the current pandemic situation generated by the SARS-

CoV-2 coronavirus, the educational environment around the
world is faced with several problems and challenges in order
to continue teaching in schools and universities.

Recent work has addressed the issue of distance educa-
tion by administering questionnaires to both teachers and
pupils. The most variable answers to the questions were
also obtained on the degree of students’ participation in dis-
tance lessons, emphasizing a wide range of behaviors. Fur-
thermore, perception of difficulty during remote lessons was

∗Corresponding author

found to be linked to many factors: access to technology,
motivation and support with a greater presence of negative
experiences [28]. The increased educational needs of online
teaching, as well as the shifting learning styles of the stu-
dents, impede comprehensive and effective knowledge trans-
mission. Many dysfunctional behaviors can be developed as
a result of the detachment of presence predicted by distance
teaching. Among them we include loss of interest, atten-
tion, and motivation due to psycho-physical causes and non-
adaptation to an abnormal setting. Distance learning has a
disadvantage in terms of distractions as compared to tradi-
tional education environment. It’s a solitary experience with
no direct communication, which makes participation much
more active [15]. It would be beneficial to overcome the
difficulties of keeping the attention of a student, whether or
not a circumstance necessitates the use of distant learning
resources. Overcoming these obstacles would aid in refin-
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Figure 1: A standard bidirectional media streaming.

ing each student’s strategic learning styles and ensuring a
meta-cognitive self-assessment approach to one’s limits and
abilities, all of which would be aided by technology.

A student’s ability to become aware of his or her ability
to “learning how to learn" is another recent meta-cognitive
skill. This ability means recognizing and then consciously
applying appropriate behaviors and strategies useful for a
more effective learning process [31].

This paper proposes a Distributed Multimedia System
for support learning, designed to face the loss of attention
during distance education. The purpose of the system is to be
able to reawaken or maintain attention to the context (topic)
that is being experienced during the activity in progress (in
real time) to reduce the negative effect of distractions. The
system also aims to provide the possibility of an in-depth
analysis at the end of the lesson through auto-generated hy-
perlinks to lesson-related content. The architecture proposed
rely on Speech-to-text,Natural Language Processing (NLP),
Text Summarization [19] and Semantic Analysis technology.

This paper is an extension of the work SENECA: An At-
tention Support Tool for Context-relatedContent Learning [3].
For this contribution, we enriched the Section 7 with a new
experimentation for the SUMMARY filter of the SENECA
pipeline. Specifically, we conducted a validation with the
support of three independent and expert reviewers who as-
sessed the consistency and degree of consistency of the SUM-
MARY filter’s output on several lessons. Three criteria were
evaluated for coherence with the topic of the lessons: the
summary, the keywords extracted and the insights.

This document is organized as follows. In Section 2, we
described the most important related works about the tech-
nological systems that help in learning. In Section 3 we
introduced the used methodologies. In Section 4 we have
highlighted the working hypotheses on which we based our
work. In Section 5 we presented the system architecture and
in Section 6 we have detailed the performed experiments and
the related results (Section 7). Finally, in Section 8 we will
discuss research directions and future development of our
work.

2. Related works
In this section, we present some related works about the

use of semantic andNLP analysis technologies. Specifically,

we will discuss different application contexts of these tech-
niques. We also presented an overview of how the working
memory works and the impact of technology on it.

One of the most important aspects of cognitive function
is the “ability to keep” relevant information in mind. Work-
ing memory is a system dedicated to the maintenance and
temporary processing of information during cognitive pro-
cesses. One of the components is represented by the central
executive which carries out the coordination of subordinate
systems, coordination of execution of tasks and recovery of
strategies and attentional functions of both selection and in-
hibition [4]. The central executive controls the phonolog-
ical loop which contains verbal and auditory information,
the visuo-spatial sketchpad engaged in spatial representation
and the episodic buffer which has a limited ability to link in-
formation from different sources with spatial and temporal
parameters.

Specifically, each attentive act is divided into three phases:
the orientation and perception towards the different stimuli;
the processing phase that presents the function of selectiv-
ity and sustained attention overtime on a task or activity, the
shift tomove the focus quickly and the ability to pay attention
to use the right cognitive resources in different situations; the
specific response concerning the input stimuli [5].

Different studies have focused on the impact of technolo-
gies on cognitive functions in the present digitized era, both
from the perspective of the benefits and disadvantages [40].
Lodge and Harrison [27] stressed as attention is subject to
complex dynamics that impact learning, especially in edu-
cational contexts. The most important part of a sentence,
oral or written, is the focus. Recent articles have demon-
strated the importance of marking elements as a guide for
better information exchange [26] between speakers and lis-
teners. In particular, these studies argue that focus marking
captures the listener’s attention to what the speaker consid-
ers the most relevant part of the message. At the same time,
this strategy aids in maintaining focus on the highlighted el-
ement, allowing for its representation [34].

Most of a student’s effort is to transfer information from
working memory to long-termmemory to acquire and mem-
orize key concepts. Two strategies can be used: dual cod-
ing and chunking [11]. In cognitive psychology, a chunck
is nothing more than a unit of information, and chunking is
the operating mode in which this unit of data is recovered.

2
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Figure 2: The additive layer for multimedia analysis.

When faced with new knowledge, the individual can grasp
the relative chunk of information and bring it back to light
later when recalling a similar situation or concept. Then,
the initial piece can be expanded into more complex pieces
following the management control and understanding of the
flows of one’s knowledge [37].

The standard structure of a Distance Educational Sys-
tem can be generalized as reported in Fig. 1. This kind of
system relies on the classic bidirectional multimedia connec-
tion, like the common video-chat system based on SIP/VOIP
system, such as Microsoft Teams [25]. However, a Distance
Educational System supports multiple bidirectional connec-
tions between students and teachers and allows channel mod-
eration.

Nowadays, the cloud’s audio/video stream transfer ser-
vices are implemented by the major world providers (Ama-
zon, Microsoft, Zoom). A teacher can teach remotely by
transmitting an audio/video stream from their home to one of
these providers. Then these last provide a broadcast service
to the students.

NLP techniques have been widely used in intelligent tu-
toring systems that helped acquire content knowledge [9].
For example, in Guzmán-García et al. [22], the analysis of
the speaking of surgeons into the operating room through
NLP techniques is proposed to obtain a deeper vision of in-
traoperative decision-making processes. The goal of this
study was to create a technique for identifying and analyzing
the various surgical phases, as well as a workflow that was
equivalent to the procedure’s framework, in order to improve
surgical learning in The Educational Operating Room.

Recent studies have emphasized the importance of iden-
tifying themain contents in order to better understand a topic,
particularly in students with cognitive disabilities and atten-
tion or memory problems. The ability to take advantage of
text summarization techniques by explaining the main idea
allows students to interface with the limits of their working
memory and have a tool to overcome their difficulties [36].

Today, many educational and academic institutions ben-
efit from the Learning Management Systems (LMS) to sup-
port and improve teaching processes [16][20]. Most LMS
are software application systems that allow teachers to man-
age and deliver educational courses [2]. One of the require-
ments for the success of distance education is traceable in
the self-management of learning which is the starting point
for self-discipline in autonomous learning [38].

In 2019, Cobos et al. [13] have developed EdX-CAS, a
content analyzer system for edX MOOCs, using NLP tech-
niques for the Spanish language. The program accepts video
transcripts from courses as input and allows users to interact
with them specifically. It allows us to extract the text’s main
terms, the vector representation for each of the terms in the
text, the linguistic diversity to understand how many differ-
ent words are used, indications on the subjective opinion on
the text and the representation with word clouds. The EdX-
CAS tool is oriented to Sentiment Analysis Opinion Mining
for Detecting Subjectivity and Polarity Detection in Online
Courses related to Madrid’s Universidad Autónoma.

On the topic of the educational distance imposed by the
Covid-19, to support students in self-training, a chatbot was
proposed using NLP techniques [17]. The proposed solution
involves sending a message toMoodle [1] by the student. An
accompanying plugin tries to decipher the text and provides
feedback. Based on the degree of assessment achieved by
the student, the chatbot makes suggestions for the chapters
where the evaluation is insufficient. The system presupposes
the memorization of the student evaluation outcomes, acces-
sible to teachers. In this context, the chatbox, acts as a tutor
and allows us to fill the gaps of the students.

3. Methods
We propose a new tool called SENECA (Support lEarn-

ing coNtEnt Context Attention), which involves using a new
layer dedicated exclusively to analyzing the audio/video streams

3



A.A. Citarella et al. / Journal of Visual Language and Computing (2021) 1–10

Figure 3: A basic SENECA module.

generated by the “teachers”. By integrating this new layer,
we hope to preserve or quickly recover student focus. The
proposed architecture is to be considered feasible for real-
time distance lessons and not to the MOOC [6] or the on-
demand recorded lessons. We did not consider the capabil-
ities related to file upload, file sharing and homework as an
added values.

The new layer is identified in the Fig. 2 as Seneca Ser-
vice. In this proposal, we refer only to real-time audio/video
streams, i.e., not recorded lessons held at a distance. The
presence of the real-time component allows us to immerse
ourselves in a learning environment that is subject to disrup-
tions that distract the individual student.

SENECA’s major goal is to help students avoid losing
concentration by providing multiple of information that can
help them stay focused on the argument or return their atten-
tion to the context, if they become distracted. Another key
purpose is to encourage the use of a variety of text analy-
sis approaches to improve the learning quality of the topic
under study and integrate it. For this purpose, the system
supplies additional information that can be used to recover
information at the end of the session.

4. Working hypothesis
In this section, we will highlight some working assump-

tions that will help us gain a better understanding of the
SENECA tool’s initial concept:

a) The real-time audio/video stream (from here called
STREAM) generated by a remote lesson can be split into
two unique sub-streams: VIDEO flow, containing the
video frames and AUDIO flow, containing audio buffer.

b) The VIDEO flowwill contain information from slides or,
in any case, projected material to provide a conceptual
map to students.

c) The AUDIO flow will contain the lesson audio, and it is
expected to add information on both the context under
study and in-depth study (as well as student questions
or others).

In this context, we assume that the VIDEO stream contains
information already summarized on the subject. In our ex-
periment, we considered the data extracted from VIDEO as al-
ready cleaned. On the other hand, the presence of hetero-
geneous data in AUDIO streams will require a more accurate
analysis of the content.

The extracted data from VIDEO and AUDIO is referred fol-
lowing as WORD STREAMS.

5. System architecture
We designed a prototype architecture based on a pipeline

approach, like Microsoft DirectShow 1 or ffmpeg 2.
In SENECA each computational block is called Filter.
An overview of a complete SENECAarchitecture is shown

in Fig. 3. For this proposal, we implemented only the follow-
ing filters: SPLIT, OCR, STT, SUMMARY and SEMAN-
TICS.The filters are defined as following:

SPLIT (STREAM) → {AUDIO, V IDEO}

OCR(V IDEO) → {WS}

STT (AUDIO) → {WS}

SUMMARY (WS,GLS) → {NEW GLS}

SEMANTIC(GLS) → SUGGESTIONS

The SPLIT filter takes as input the STREAM and splits it
into two separate flows, called AUDIO and VIDEO.

1https://docs.microsoft.com/en-us/windows/win32/directshow/directshow
2https://ffmpeg.org/developer.html
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Table 1
Partial subset of lessons MEF.

Topics MEFs
Cancer Smoking, Colon Cancer, Surgery, Risk Factor

Diabetes Beta Cell, Interleukin, Inflammatory, Physic
Evolution Selection, Heritability, Billion Years, Coevolution
Terrorism Terror, Povery, Success, Politican
Chemistry Compound, Energy, Element, Electron

The OCR technique allows the detection and extraction
of text from images [30]. The SENECA OCR Filter takes
as input a single frame video at a time. We used the videocr
python module (v. 0.1.6)3 for our experiment purpose. That
module lies on Tesseract OCR 4.1.1. 4. This filter analyzed
each video frame from the pipeline and stored the detected
text (handwritten and block letters) into a word stream (WS).
Each word stream was enqueued into the next pipeline filter.

In SENECA, the STT filter performs a speech-to-text
routine. Speech-to-text is a technique that allows the detec-
tion and the extraction of phrases from an audio flow WS [12].
Probably, the most commonly known example is Amazon
Alexa or Google Assistant. Into our prototype, we used the
Google Cloud Speech API 5. For each audio frame extracted
by the SPLIT, the STT filter generated a word-stream (WS)
that was enqueued to the NPL filter.

One of the project goals is to provide a way to regain the
attention on the topic focus after a distraction. In SENECA,
one of the tips is to allow users to summarize the lesson in
real-time. As shown in Fig. 3, the media flow comes into
the SPLIT filter that separates audio from video. For each
video frame extracted, the OCR retrieves the identified sen-
tences and STT does the same for the audio frame. These
word streams, in particular, entered the following filter, the
SUMMARY filter, which is a delegate for creating partial
summaries from the word streams that entered the filter. Into
our prototype, the SUMMARY filter computes a summary
for the WSs using MEAD [19]. These multiple summaries
are merged every 5 minutes into the Global Lesson Sum-
mary (GLS) that is processed again by MEAD. We have cho-
sen the five minutes interval using the mean lesson length.
Consequently, SENECA builds and refreshes a GLS by using
SUMMARY filter output for each real-time lesson. Into our
prototype, GLS is composed of phrases generated by applying
MEDA text summarization algorithm on WSs.

The SEMANTIC filter extracts the MEF from the GLS ev-
ery time a new GLS is deployed from the SUMMARY filter.
We identify with the term MEF or Most Expressed Features
of a string S, the dictionary D(S) of all possible k-mers ex-
tracted from S, using substrings length between m and M.
The dictionary is ordered in a decreasing way, compared to
the number of occurrences of each k-mers. TheMEFs repre-
sent the object’s functional parts, such as words or portions

3https://pypi.org/project/videocr/
4https://github.com/tesseract-ocr/tesseract
5https://cloud.google.com/speech-to-text/

of sentences of a text repeated several times. SEMANTIC is
designed to make suggestions by probing one or more scien-
tific databases using the MEF. In particular, it performs a com-
bined NO-SQL alignment-free search into the pre-processed
PubMed database (see next paragraph). For each GLS, SE-
MANTIC can extract the candidate literature papers indexed
byMEF. It uses twometrics to compute (see experiment one)
the suggested papers based on the semantic distance between
GLS and candidate paper set.

For this prototype, we used the PubMed database [10],
due to the higher prevalence of selected biomedical topics.
We executed the SEMANTIC filter on the entire PubMed
dataset, andwe have extracted the MEFs, using substrings length
interval between m=3 and M=15.

Due to the PubMed dataset size, we used Amazon EC2
and Amazon RDS services [32] to distribute MEFs extraction
and storage.

6. Experiment Execution
We simulated real-time lessons by using public videos

from Coursera6. We selected five free courses, recovering
from each it, the text subscription using STT. The main top-
ics of the lessons are:

• Cancer;
• Diabetes;
• Evolution;
• Terrorism;
• Chemistry.
We implemented two experiments. Our goal was to study

the SUMMARY and SEMANTIC filter performances.
6.1. First Experiment

Into the first experiment, we sent all the entire lessons
(5 merged videos per lesson) into the SENECA pipeline, se-
quentially, to compute separate GLS output for each entire les-
son. Also, we sent each video (one at a time, not merged)
into the pipeline to generate the GLS for each video.

We wanted to study if the SEMANTIC filter was able
to discriminate between lesson topics. We applied the SE-
MANTIC filter on each GLS to extract the MEFs for each of
them.

6https://www.coursera.org/
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Figure 4: Lesson Topics clustering using Jaccard distance.

Using the MEFs, wewere able to use two different distance
metrics. The distances were calculated using the Jaccard
Index [33] (see Eq. 1) and Szymkiewicz–Simpson coefficient
(SSC) [41] (see Eq. 2).

Both metrics allow us to compute the similarity between
pairs of MEF dictionary. SSC is often identified as the “over-
lay coefficient.”

The Jaccard index is defined as:

J (A,B) =
|A ∩ B|
|A ∪ B|

(1)

where A and B are two different datasets, whilst the | ∙ | op-
erator computes the size of a set. In particular, the Jaccard

index is represented as the size of the intersection divided by
the size of the union of the datasets.

Given the two dictionaries A and B, the overlap coeffi-
cient is a measure that returns the overlap between them and
it is defined as the intersection divided by the smaller of the
size of the two sets, as shown in Eq. 2.

SSC(A,B) =
|A ∩ B|

min(|A|, |B|)
(2)

We used the dictionaries and the distance matrices to ex-
tract the most expressed keywords and cluster the GLS.

6
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Figure 5: Lesson topics clustering using SSC.

6.2. Second Experiment
Into the second experiment, we sent each lesson, each

in turn, to the pipeline to generate its GLS. For each GLS, we
applied the SEMANTIC filter in order to extract the related
MEFs to use them as probes for the subsequent insights.

We applied Jaccard and SSC metrics between each GLS

and the PubMed-MEF dataset.
For each GLS, we computed ten distance matrices and

selected the first ten most similar results (see Table 2). Due
to the high memory requirements of these tasks, we were
forced to employ Apache Spark [39] to distribute this job
across multiple slaves.

7. Experimental Results
The Table 1 shows the first four MEFs for each lesson. The

SEMANTIC filter was able to detect keywords related to les-
son context. Due to the GLS and MEF definitions, the MEF
dictionaries contain up to 140K kmers for each GLS. We re-
ported the most expressed that refer to complete word.

The results of topics clustering are available in Fig. 4
with the Jaccard index and Fig. 5 with the overlap coefficient.

We used the same color to identify topics that belong
to the same branch of the tree and different colors to iden-
tify subgroups of each topic. With only minor discrepancies
in lesson aggregation levels, the filter SEMANTIC success-
fully separated the five treated themes. Specifically, it is in-
teresting to note how the system is able to cluster together the
Cancer and Diabetes and Chemistry with Evolution topics.

7
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In this scenario, there appears to be a common thread con-
necting the two diseases and chemical topics with evolution,
with the basic premise that the latter is the branch of natu-
ral sciences at the foundation of life and recognized material
transformations.

In the second experiment, we used the extracted MEFs as
if they represented ‘tags’ to recover suggested papers. For
convenience, we have used only the MEFs of the lessons on
the topics Cancer to show the results.

SEMANTIC identified 274 correlated documents recov-
ered by PubMed-MEF dataset. For example, in Table 2, we
showed the first ten recovered paperswith a score value greater
than 0.80. In Fig. 6, we represented the position of suggested
papers graphically compared to the target query, keeping in
mind that the score of the distance from the target query is
representative of the similarity between the set of MEFs of the
Cancer topic and the individual retrieved papers.

We chose one topic, Pharmacology, consisting of five
lessons fromCOURSERA.We invited three independent and
expert reviewers, which submitted the output of SUMMARY
filter in order to validate our SENECA pipeline. For each
lecture, three parameters are assessed: summary, keyword,
and insight. The initial assessment is based on the consis-
tency of these three factors, with a binary Yes/No (indicated
as Y/N) response. The second evaluation of the experts is as-
signing a consistency rating between 0 and 5 to each of the
three aspects under consideration. The results are shown in
Table 3. Expert evaluators performed a manual evaluation,
giving a direct score on the coherence of the summary. Other
factors, such as the quality of the summary or language com-
prehension were not considered. In Table 4, we reported the
average scores reached for each lessons based on the votes
assigned by the reviewers. For the five lessons, we can see
how, on average for the threshold score, the Summary fil-
ter fluctuates between a minimum of 2 and a maximum of
3. The value for keywords is around 2-4 and the value for
the insights is between 0.3 and 3.7. The first two lessons are
ones in which the reviewers had differing perspectives on
all three aspects assessed, while the subsequent lessons have
similar values assigned. On average, the SUMMARY fil-
ter and keywords extraction perform better than the insights
recovery phase. The discordance of score on the first two
lessons suggests that the results are in any case influenced
by subjective elements linked to the identity of the reviewer.
Themain emerged considerations from this first examination
are that the keywords may be improved, as they are currently
too generic in some circumstances.

8. Conclusions
The change to the basis of remote teaching is the tran-

sition from traditional education to smart education. The
teacher is responsible formanaging class to be student-centered,
which involves greater responsibility and awareness of their
limits and potential in self-learning behind a display. It is
not always possible because disturbing environmental fac-
tors may cause the student’s attention to be diverted. This is

Table 2
Partial subset of suggested papers and their distance score.

Paper ID Author Value
P1 Belsky et al. [8] 0.91
P2 Huang et al. [24] 0.81
P3 Wu [43] 0.93
P4 Gaitanidis et al. [18] 0.83
P5 Bauer et al. [7] 0.88
P6 Wang et al. [42] 0.95
P7 Mays et al. [29] 0.94
P8 Schuck et al. [35] 0.93
P9 Guo et al. [21] 0.92
P10 Corsi et al. [14] 0.90

Figure 6: Position of suggested papers compared to the target
query.

one of the disadvantages of remote education, which inter-
vene in maintaining the focus. In an era in which new teach-
ing tools are proposed, managing personal learning is also
changed. In this work, we have proposed a tool that aims
to maintain attention of students on topics covered in the
lessons held by teachers. The technology operates in real-
time and allows us to get additional knowledge by allowing
us to conduct in-depth research using hyperlinks to related
topics. Preliminary testing indicates that the framework can
provide insight and assist in refocusing attention on the les-
son. We used independent experts to perform a first evalua-
tion phase of our pipeline. This step showed how SENECA
can be further improved in the appropriateness of insight re-
search. Future enhancements may possibly include different
applications of summarization technologies. Manual evalu-
ation necessitates the utilization of external resources, which
should not be underestimated. As a result of this issue, we
may meet this demand by developing future automatic as-
sessment approaches that compare the quality of the sum-
mary to the Gold Standard Reference, which was prepared
by an expert. In this case, a score could be assigned based on
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Table 3
Evaluation of SUMMARY filter of SENECA pipeline

Lessons Coherence Coherence Threshold
Summary Keywords Insight Summary Keywords Insight

Pharmacology 1 Reviewer 1 Y Y Y 3 3 2
Reviewer 2 Y Y N 3 3 0
Reviewer 3 N Y N 0 2 0

Pharmacology 2 Reviewer 1 Y Y Y 3 3 1
Reviewer 2 Y Y N 3 3 0
Reviewer 3 N N N 0 0 0

Pharmacology 3 Reviewer 1 Y Y Y 3 2 4
Reviewer 2 Y Y Y 3 2 4
Reviewer 3 Y Y Y 3 2 4

Pharmacology 4 Reviewer 1 Y Y Y 3 4 3
Reviewer 2 Y Y Y 3 4 3
Reviewer 3 Y Y Y 2 4 2

Pharmacology 5 Reviewer 1 Y Y Y 3 3 3
Reviewer 2 Y Y Y 3 3 3
Reviewer 3 Y Y Y 3 3 5

Table 4
Average coherence threshold scores for summary, keywords and
insights.

Lesson Summary Keywords Insight
Pharmacology 1 2 2.7 0.7
Pharmacology 2 2 2 0.3
Pharmacology 3 3 2 4
Pharmacology 4 2.7 4 2.7
Pharmacology 5 3 3 3.7

the extent to which the subject is covered. Human generated
models can also be considered. Important elements of the
semantic level, referred to as Summary Content Units(SCU),
are the annotations that expresses the content unit’s semantic
meaning. In this pyramidal model, each SCU is assigned to
a weight based on the number of models that contain it. A
perfect summary is made up of a subset of the entire SCUs
made up of those with the highest index [23].

To determine the framework’s impact on student atten-
tiveness in remote lessons, real-world testing should be done.
Among the future directions’ objectives, we expect to ex-
plore techniques that improve text summarization and the ex-
tension of architecture for multilingual texts. An additional
module for the real-time creation of concept maps may be
provided. As goals of future direction, we expect to investi-
gate approaches to improve text summarization and the ex-
tension of architecture for multilingual texts. In addition, a
separate module for creating idea maps in real time will be
provided. In this way, students will be able to structure and
organize material more effectively. This would allow for bet-
ter assimilation of the information provided in the lessons.
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ABSTRACT
The COVID-19 pandemic has caused disruption across the globe and put pressure on healthcare sys-
tems. In order to limit the use of hospital resources, the use of home care and telehealth has been very
important to minimize direct human intervention in monitoring patients. The purpose of this work
is to present YouCare: a cross-platform application that allows the collection of medical data on the
health status of the user in order to allow physicians to efficiently monitor the status of the patient.
As an important feature, it includes functions to monitor the general situation through statistics and
interactions with the other users of the application. This might make the isolation period less stressful
while exchanging current COVID experiences. The use of the application has been experimented with
a usability test, obtaining positive feedback from the users. We also report other similar applications
that have been developed and used in different parts of the world.

© 2021 KSI Research

1. Introduction
The COVID-19 pandemic, which spread in Wuhan

(Hubei, China) in the early 2020s, caused a major change
worldwide, strongly influenced people’s lifestyle, and put a
lot of pressure on national health care systems, in some cases
leading them to collapse (with shortages of both hospital
beds, doctors and medical supplies such as masks and oxy-
gen [30]). In a substantial part of the world, therefore, great
efforts have been made to improve the situation of health-
care systems, on the one hand, by expanding the capacity of
hospital systems, although necessarily limited, and on the
other, by expanding the use of home care and telehealth.
In the most critical cases, the lack of healthcare personnel
(or even just phone contact with a physician) has also nega-
tively affected home care, so systems that can minimize the
need for direct human intervention in monitoring patients at
home can prove very valuable. However physicians’ posi-
tive communication skills have a significant psychological
effect on COVID-19 patients [2], so limiting direct interac-
tion between patient and health professional may be negative
from that perspective. Moreover, for such patients, in addi-

∗Corresponding author

tion to the disease, typically a quarantine at home is imposed
as well. Obviously, such a state of isolation and the conse-
quent lack/reduction of social interactions and information
about the disease can negatively affect mood.

The purpose of this work is to present YouCare: a cross-
platform application (Android / iOS / Web, in order to en-
sure the widest possible availability), to allow the collection
of medical data about the health status of home patients in
order to efficiently allow physicians constant monitoring of
the patient’s status (also providing alerts in the case of criti-
cal values). The application also provides some features in-
tended to make the isolation period less stressful.

In particular, the user can fill out a questionnaire inwhich
he/she reports his/her clinical data (body temperature, sore
throat, headache, muscle pain, nausea, cough, shortness of
breath, bad mood, oxygen saturation level, breathing rate,
heart rate, and blood pressure). Moreover the user can get
in direct contact with other users through a Forum section,
in this way other users (often in similar situations) can offer
practical help and support through reply messages. In ad-
dition, the user can check statistics about the use of the app
and aggregate information about other users’ daily question-
naires (so he/she canmonitor the condition of themajority of
users, to have an idea of the global situation). The user may
request a phone contact as well. The person’s emotional state
may also benefit from the opportunity to interact with health
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professionals and other people who are affected by COVID-19 
and the ability to track overall statistics. The app also allows 
the user to “manage” another person, e.g. an elderly relative 
who does not have or is unable to use a smartphone or pc.

This paper is an extended version of work published in
[12]. We extend our previous work by expanding the empir-
ical evaluation to older people.

The paper is organized as follows: Section 2 describes 
previous work on COVID-19 apps; Section 3 describes the 
YouCare application, Section 4 shows its experimental eval-
uation, and Section 5 the evaluation results. Finally, Section 
6 concludes the paper with a discussion on future work.

2. Related Work
Since the onset of the COVID-19 pandemic, numerous

technologies and mobile applications have been proposed.
Great interest has been devoted to contact tracing apps, with
the study of different technologies and architectures, each
with different privacy implications [1]. The use of this
kind of technology has not been limited to contact tracing,
but uses for telemedicine and remote diagnosis have also
been explored, since in recent years, devices such as smart-
phones, smartwatches, and smart bands have seen an in-
crease in usage in the medical and assistive technology fields
[19, 10, 31, 4]. Some contact tracing apps have also included
such features [3]. In this section, we will briefly focus on ap-
plications that offer these functionalities.

Among COVID-19 contact tracing apps, some include
the ability for the user to report their health status (self-
assessment). As an example, COVID Tracker is an app used
by the Irish Health Service Executive for contact tracing on
a national basis [14]. COVID Tracker monitors contacts be-
tween nearby devices via Bluetooth. Upon detection of con-
tact with a positive, it alerts affected users via anonymous
notifications. If the user expresses consent, instead of no-
tification, they can receive a direct phone call from a health
care provider. Daily, the user can fill in a short questionnaire
in which he/she communicates his/her health situation based
on a few parameters (fever, breathing problems, cough, taste,
and smell problems). This application also has an informa-
tive side, in fact, on the homepage the citizen can read statis-
tics on the progress of the infection in Ireland. Among the
available statistics, there are: number of installations of the
application, number of tests performed, number of symp-
tomatic and asymptomatic infected people. Other examples
of applications that include the facility for self-assessment
used in different parts of the world include Mawid (Saudi
Arabia) [5], Aarogya Setu (India) [18], NHS COVID-19
(UK) [23], PathCheck SafePlaces (USA) [24]. Another case
is the Health Code system for contact tracing that has been
integrated in China into two of themost popular apps used by
the population, WeChat and Alipay [22]. According to the
health code rules peoples are required to enter their personal
information, including medical and health status informa-
tion, into these apps. Based on contact tracing and entered

symptom information the app assigns a health risk status to
the person, which regulates his or her movement options and
the possible need for medical/health intervention.

Other applications, on the other hand, are designed ex-
plicitly to allow the user to report their health status, both
in the case of people without a COVID-19 diagnosis (pre-
ventive monitoring) and people with a COVID-19 diagno-
sis (home care). As an example, the Cvm-Health [27] web
app, distributed by Sensyne Health in the UK and US, is a
COVID-19 monitoring app. Users can sign up for the plat-
form and daily record their vital signs and any COVID-19-
related symptoms. The app creates a personalized digital
medical record based on the recorded vital sign data and
symptom information. This app also offers a social aspect:
it allows users to help family and friends who are digitally
disconnected by monitoring their health. The platform in-
teracts directly with the NHS (UK National Health System)
by sharing the data entered by users. Another example is
the e-Covid SINFONIA app [28], used in Campania (Italy),
which notifies the user of the outcome of COVID-19 tests
performed in regional laboratories, and also allows the user
to submit a questionnaire with the main infection indicators.
These data are then made available to the general practition-
ers. Within the application, it is possible to register family
members in order to view or receive notifications of their
test results. Other examples include [8] in which teleconsul-
tation is performed through a mobile application, tablet, or
web browser, and [20] in which the approach of the Cleve-
land Clinic incorporates a self-monitoring app for patient en-
gagement, monitors symptoms for early intervention.

Some applications, in addition to self-reporting capabil-
ities, make use of wearable devices to detect the person’s
vital signs [7]. Examples include [16], where wearable de-
vices were used to collect vital signs of people in quarantine,
e.g., before or after a trip abroad. This data is monitored by
algorithms and a medical team so that signs of deteriorat-
ing health can be detected and people can be transferred to
a hospital if necessary. In [15], instead, wearable devices
were used to monitor patients with chronic illnesses or who
are recovering from a COVID-19, so that some patients who
would have to be hospitalized could be allowed to stay at
home instead. Another example is the ZCareMonitor [32], a
home monitoring system for COVID-19 patients in the non-
acute phase developed by the Zucchetti Group in collabo-
ration with Doctors Without Borders for the Lodi Hospital,
among the first to address the health emergency related to
Coronavirus, and used by 11 different hospital facilities, for
a total of more than 10,000 patients . The center contacts
COVID-19 positive patients who are quarantined at home by
phone. Patients, daily, enter their physiological data through
the platform. In addition, a pulse oximeter, connected via
Bluetooth, sends the following data to the platform twice
a day: body temperature, blood saturation level, maximum
blood pressure, pulse, and heart rate. This data is collected
directly by the hospital platforms and monitored daily, also
with the help of software for predicting clinical status (using
machine-learning algorithms).
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Other research has focused on the possibility of using 
mobile devices for diagnosis. As an example, in [21], the 
authors discuss the pre-symptomatic detection of COVID-19 
using smartwatch data, also focusing on asymptomatic 
patients. Given that the asymptomatic status of the disease 
does not preclude the possibility of infection, it would be 
helpful to know about this condition. The authors asked study 
participants to record daily symptoms and share fitness tracker 
data. The types of data collected included heart rate, steps, and 
sleep over a period of several months. Two infec-tion 
detection algorithms (RHR-Diff and HROS-AD) were 
developed, and based on these data, it was analyzed that 63%
of COVID-19 cases could be detected prior to symptom on-set 
via a two-level alert system based on the occurrence of 
extreme increases in resting heart rate relative to the individ-
ual baseline. Such an alarm would allow, even several days in 
advance, the recognition of a possible asymptomatic in-fection 
and the ability to proceed with standard tests. Other
examples include AI4COVID-19 [17], in which a prelimi-
nary COVID-19 diagnosis is performed from cough sam-
ples captured through the app, and [25], an app that col-
lects self-reported symptoms, diagnostic testing results, and 
smartwatch and activity tracker data. This data, collected 
over time, is used to help identify subtle changes indicating 
an infection.
3. YouCare

YouCare consists of three components: a cross-platform
mobile application (Android/iOs/Web) used by the system’s
users, a server that receives/responds to requests from that
application and stores user data, and a web platform that
allows authorized physicians to access their patients’ data.
Based on what has been seen in the literature and from inter-
views with healthcare professionals and COVID-19 patients,
the functional requirements of the application have been de-
fined. Specifically, the application must allow:

• Registration and log in. The unauthenticated user
must be able to login into the app. There must also
be the ability to subscribe themselves. The app func-
tionalities should only be available to people who have
COVID-19 (or people with suspected COVID-19 and
with a scheduled test or waiting for a test result).

• It should be possible to use the app’s functionalities on
behalf of another person. This is very important given
the lower penetration of digital technologies among
older people, who are also the category most at risk
for COVID-19.

• Symptoms entry and statistics. The user must be able
to enter his physiological data, useful for diagnosis,
directly in his user area of the system on a daily basis.
The application must allow the filling in of the ques-
tionnaire also for other users registered as relatives.
The user shall also be able to consult global statistics
about the users of the system.

• Forum. The user should have access to a Forum sec-
tion in the application where he can read the topics
of other users, reply to the topics and create his own.
This should be possible in an anonymous way, possi-
bly even restricting the geographic area in which mes-
sages can be viewed.

• Telephone support. The user should have the option of
requesting telephone assistance. These requests will
be handled by healthcare providers who, by accessing
the request list, can make phone calls to the applica-
tion users.

• View of users’ status. The physician accessing the
system with his credentials (provided by the adminis-
trator) can view the data collected with the question-
naires of his patients. Alerts and statistics about his
patients should also be available.

Non-functional requirements include:
• The registration process should be as fast as possible

even in cases where the user is subscribing other peo-
ple.

• The design of the system, especially with regard to
the mobile application, must be as intuitive as possible
due to the very diverse user base.

• The application must be available for as many devices
as possible (both mobile and desktop).

• Access to the data and services offered by the system
must meet the most common security standards. No
user should be allowed to access the confidential data
of other users to which he/she is not entitled. Access
to the patient’s data should be restricted to their physi-
cian.

• The system must be always online.
Based on the identified requirements we proceeded with

the development of the app. The app development was per-
formed using the Flutter framework, which allowed the de-
velopment of a cross-platformAndroid, iOS, andWeb appli-
cationwith a single codebase inDart. As shown in Figure 1a,
the user, in order to access the applicationmust register to the
platform by entering his personal data. In order to validate
his identity, adapting the app to the Italian national health
system, the number printed on the Italian health card is re-
quested (a confidential number of which only the regional
health authority should be aware; this validation should be
adapted to the health systems of the various countries). This
same check is used to allow one person to use the app on be-
half of another. However, it is always possible for a person to
register themselves, in which case they can decide whether
to still allow the other person to use the app on their behalf
or to remove that ability. Finally, the app’s functionality will
only be accessible to individuals for whom there is a positive
(or scheduled/pending) COVID-19 test in the regional health
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(a) User registration (b) Log in (c) Home screen (d) Questionnaire (part 1)

(e) Questionnaire (part 2) (f) Forum (g) A topic (forum) (h) Telephone support

(i) Public stats (j) Settings
Figure 1: Application screenshots.
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system (again, this also needs to be adapted to the country’s 
health systems).

After registration, the user can log in (see Figure 1b) and 
access the home screen of the application (see Figure 1c). 
From the home screen, the user can access the filling of the 
questionnaire (see Figure 1d and Figure 1e) that allows the 
user to enter his medical data daily and forward them to the 
server, thus allowing their vision to his physician. YouCare 
also allows the user to fill out questionnaires for other people
(for example relatives who do not have a device with Inter-
net access), in fact, the home screen presents a section for 
handling relatives. It is possible to add a relative by click-
ing the relative button (see Figure 1c) on the home screen
(the number of the health card of the person to be added is 
required). After that, it is possible to fill in the daily ques-
tionnaire with the medical data. At any time, a person added 
by other users can register as a new user to the platform, thus 
taking possession of their user. The user, who previ-ously 
managed the daily questionnaires, is notified of the 
registration by a notification on the device. YouCare offers 
features aimed at improving the psychological well-being of 
quarantined patients. These features include a forum where 
users can interact with other users (see Figures 1f and 1g), and 
a “Telephone support” section where users can request a 
telephone contact from their physicians or a health care pro-
fessional (see Figure 1h). On the home screen the user can also 
view some global statistics about the application and the daily 
questionnaires of the users (see Figure 1i). Together these 
social and informational functions can be helpful to the 
person’s emotive state. This information could be of moral 
support since it will show the run-time collective status of 
people in the same condition. Finally, there is a “Settings” 
section (see Figure 1j).

The application communicates with a server that pro-
vides a JSON API for the functionality needed by the app and 
takes care of storing the data entered by the users. The server 
uses PHP and MySQL technologies and uses the JSON WEB 
TOKEN standard (JWT - RFC 7519 [6] standard) for au-
thentication management. The Google Firebase Cloud Mes-
saging service [13] is also used to manage YouCare push 
notifications.

A web-based platform, shown in Figure 2, is also avail-
able for physicians to view patient data and medical infor-
mation. The system administrator can add a physician to the 
system, and the association between a General Practitioner 
and his patients can be automatically performed thanks to 
the health card numbers (at least in countries that provide 
this association, such as Italy). The doctor can view the data 
entered by each patient through the daily questionnaires and 
statistics on the questionnaires. A MEWS scale [29] score is 
also provided for each patient in order to immediately alert 
the physician of a possible clinical instability of the patient. 
The score obtained from the scale ranges from a minimum of 
0 to a maximum of 14. Above level 5 the patient is criti-cal 
and unstable. For all other patients with normal values, 
however, the MEWS is an important tool for early detection 
of worsening clinical conditions.

Table 1

Tasks performed by the experiment participants.

Task

1 Register a personal account from the app

2 Log in

3 Look at the public statistics from the app

4 Fill out a questionnaire for themselves

5 Add a �rst relative/family member

6 Add a second relative/family member

7 Remove one of the two relatives/family members

8 Fill out a questionnaire for a relative/family member

9 Add a new topic to the forum

10 Reply to one of the existing topics

11 Request phone support from the application

4. Evaluation
We carried out a user study aimed at evaluating the us-

ability of YouCare. In the experiment, we asked participants
to use the app’s features and then evaluate the app by filling
out a questionnaire.
4.1. Participants

For the experiment, 23 participants who decided to par-
ticipate for free were recruited. They were divided into two
groups based on age. The 20-29 group consisted of 15 par-
ticipants (2 women), all college students between 20 and 28
years old (M = 22.3, SD = 2.6), regular users of comput-
ers and smartphones. Two of them had personally dealt with
COVID-19. The 55-64 group consisted of 8 participants (2
female) between 55 and 64 years old (M = 58.1,SD = 2.9),
all regular smartphone users.
4.2. Apparatus

The experiment was conducted on the individual partic-
ipants’ smartphones due to restrictions due to COVID-19
that prevented direct contact. All devices are recent An-
droid smartphones from different manufacturers (Samsung,
Xiaomi, etc.). The server was running an 8-core server with
32 GB of RAM running Ubuntu 20.04 and with a gigabit
internet connection.
4.3. Procedure

Before starting the experiment, the participants filled out
a questionnaire with the following information: personal
data (age, gender), previous experiences with smartphones,
personal experience with COVID-19.

Participants were asked to use the app, performing a list
of the most representative tasks (see Table 1). In order to as-
sess the intuitiveness of the app, no explanations were given
about it or on how to perform the tasks.

At the end of the experiment, they were asked to submit
a form in which they could write free-form comments, both
about the app in general and about the performed tasks.

Moreover, they were asked to complete a SystemUsabil-
ity Scale (SUS) [9] questionnaire. SUS includes ten state-
ments (see Table 2), to which respondents had to specify
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(a) Desktop view (b) Mobile view
Figure 2: Web-based platform for physicians.

Table 2

SUS questionnaire.

Question

1 I think that I would like to use this system frequently

2 I found the system unnecessarily complex.

3 I thought the system was easy to use

4 I think that I would need the support of a technical
person to be able to use this system

5 I found the various functions in this system were
well-integrated

6 I thought there was too much inconsistency in this
system

7 I would imagine that most people would learn to use
this system very quickly

8 I found the system very cumbersome to use

9 I felt very con�dent using the system

10 I needed to learn a lot of things before I could get
going with this system

their level of agreement using a five-point Likert scale. The
questions alternate between positive and negative (since they
are in a rather standard form we do not include them here).
Each SUS questionnaire has a score between 0 and 100, of
which we then calculated the averages on all participants.

Finally, we also collected further feedback through ver-
bal interaction.

5. Results and discussion
All participants completed the experiment. For each par-

ticipant, the experiment lasted about 20 minutes.
From the server logs, we were able to verify that all par-

ticipants in both groups successfully completed all tasks.
For the 20-29 group, the average SUS score was 83.3

(SD = 9.6), while for the 55-64 group the score was 73.8
(SD = 11.8), which are both good values [26].

Regarding free form comments and interviews, for both
groups the feedback was generally positive about both the
usability of the app and its usefulness. The most common
suggestion concerned the ability to view the status (confir-
mation) of the telephone support request. Other suggestions
include adding reminders, integration with smart devices for
health monitoring, keeping the name of sections always vis-
ible in the UI, adding more information about the general
statistics.

Most of the difficulties in using the application were re-
ported by the 55-64 participants, primarily in the interaction
required to remove family members. Some participants did
not notice at first the navigation buttons at the bottom of the
app screen, trying to perform all tasks from within the home
screen and thus having difficulty when performing the first
task for which their use was needed. A single participant had
difficulty performing 4 tasks, finding the interaction mode
not intuitive. Finally, a bug that occasionally occurred when
adding/removing family members was reported.

The obtained results may be regarded as good, since even
if the 55-64 group had more difficulties in carrying out some
tasks, all participants managed to successfully complete all
tasks. It must be noted, nonetheless, that all participants
were regular smartphone users. People with little or no ex-
perience with them, or older people, might have more diffi-
culties. However, this is mitigated by the fact that one person
can use the app in behalf of another person.

6. Conclusions and further works
In this paper, we presented YouCare, a COVID-19 pa-

tient telehealth application whose application design was in-
fluenced by the analysis of existing applications and inter-
views with COVID-19 patients.

Future work includes the possibility of directly interfac-
ing the application with Bluetooth wearable devices in or-
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der to allow for the collection of some of the medical data 
without the need for the user to fill out the questionnaire in 
an ongoing and more reliable manner. It is also intended to 
integrate a video call feature to complement the phone con-
tact and allow users to receive COVID-19 test reports and 
medication prescriptions from their doctor directly from the 
application.
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ABSTRACT
In the biological field, having a visual and interactive representation of data is useful, particularly when
there is a need to investigate a large amount of multilevel data. It is advantageous to communicate this
knowledge intuitively because it helps the users to perceive the dynamic structure in which the correct
connections are present and can be extrapolated. In this work, we propose a human-interaction system
to view similarity data based on the functions of the Gene Ontology (Cellular Component, Molecular
Function, and Biological Process) of the proteins/genes for Alzheimer disease and Parkinson disease.
The similarity data was built with the Lin andWangmeasures for all three areas of Gene Ontology. We
clustered data with the K-means algorithm in order to demonstrate how information derived from data
can only be partial when using traditional display methods. Then, we have suggested a dynamic and
interactive view based on SigmaJS with the aim of allowing customization in the interactive mode
of the analysis workflow by users. To this aim, we have developed a first prototype to obtained a
more immediate visualization to capture the most relevant information within the three vocabularies
of Gene Ontology. This facilitates the creation of an omic view and the ability to perform a multilevel
analysis with more details which is much more valuable for the understanding of knowledge by the
end users.

© 2021 KSI Research

1. Introduction
In the latest years, it is becoming increasingly vital to

have an omic vision in order to define biological systems at
an ever-increasingly granular level. The goal of omic sci-
ences is to generate useful knowledge which can be utilized
to feature and interpret biological systems [18].

For omic scienceswe refer to thewide range of biomolec-
ular disciplines characterized by the suffix -omics including
genomics, transcriptomics, proteomics, and metabolomics.
In this perspective, technological innovation aids the growth
of complex system biology by allowing researchers to inves-
tigate various intrinsic and extrinsic influences and events

∗Corresponding author

at the base of life. Biological data is multidimensional and
highly interdependent. The current challenge is to acquire
a more detailed integrative view of the dynamics of cellular
processes in a cell or organism enriched in biological and
spatial-temporal information [19]. For this purpose, clear
visualization methods can provide more immediate access
to their content information.

The visualization of biological data has become increas-
ingly relevant in Biosciences, as O’Donoghue et al. [14] point
out because it helps researchers to interpret heterogeneous
data more quickly and easily. One of the most current is-
sues in omic data analysis is the inability to investigate rela-
tionships between multi-omic states to incorporate them and
combine higher-level expertise [23].

In this paper, we report the preliminary results achieved
regards visualization of the similarity of the proteins based
on the protein annotations. Protein similarity visualization
not based on sequence alignment can be tricky due to inter-
class dissimilarities and inter-class similarity [1]. Clustering

aauriemmacitarella@unisa.it (A. Auriemma Citarella); 
fdemarco@unisa.it (F. De Marco); ldibiasi@unisa.it (L. Di Biasi); 
mrisi@unisa.it (M. Risi); tortora@unisa.it (G. Tortora)

ORCID(s): 0000-0002-6525-0217 (A. Auriemma Citarella);
0000-0003-4285-9502 (F. De Marco); 0000-0002-9583-6681 (L. Di Biasi); 
0000-0003-1114-3480 (M. Risi); 0000-0003-4765-8371 (G. Tortora)

DOI reference number: 10.18293/JVLC2021-N1-013
19

www.ksiresearch.org/jvlc


A.A. Citarella et al. / Journal of Visual Language and Computing (2021) 19–28

and Machine Learning methods may not be able to extract
interdependencies between objects effectively [9]. This fact
often does not allow us to generate a clear visual represen-
tation of the information.

Our goal is to demonstrate how a human-assisted dy-
namic graph construction can help abstract functional rela-
tionships between proteins in order to generate a clear data
visualization when a traditional clustering technique fails.
For this contribution, we focused on two diseases: Alzheimer
andParkinson, the twomost common neurodegenerative con-
ditions. Alzheimer’s disease (AD) is a form of degenerative
dementia that occurs after 65 years. In this pathology, there
is a deposition of an A� peptide B with the formation of
senile plaques and the intracellular aggregation of tau pro-
tein [5]. Parkinson’s disease (PD) is the second most com-
mon neurodegenerative disorder in the senile age in which
neuronal loss is found in the substance nigra and formation
of �-synuclein aggregates that are neuropathological [15].

These pathologies show similar neurodegenerationmech-
anisms supported by scientific evidence with genetic, bio-
chemical, and molecular studies. Pathological pathways in-
volving �-synuclein and tau proteins, oxidative stress, mi-
tochondrial dysfunction, iron pathway, and locus coeruleus
are among these findings [22]. Because of the overlap in
their pathogenic mechanisms, they were chosen as an exam-
ple for our search workflow. This feature introduces intra-
and extra-class overlaps which can deceive typical cluster-
ing algorithms.

This paper is an extension of the work Gene Ontology
Terms VisualizationwithDynamicDistance-Graph and Sim-
ilarity Measures [2]. We have restructured some sections
of the paper, enriching the description of the approach with
more details. We included two new figures (Figure 4 and
Figure 5) which depict the graphical representation of the
molecular function of AD and PD proteins, respectively. In
addition, the chord diagrams of the recoverable information
following the usage of similarity matrices have been pro-
vided as an overview (Figures 9-12) . We also added further
results in Section 5. In particular, we calculated the similar-
ity between all the proteins of both diseases for themolecular
function, the biological process and the cellular component.
We also extracted the proteins in common to AD and PD,
giving an overview of the information that can be recovered
from these findings.

The paper is structured as follows. In Section 2 we de-
scribe themost important relatedworks in the examined field.
In Section 3 we discuss respectively the datasets, methodol-
ogy, and performance measures which we have used in our
research. Finally, we expose the visual results in Section 4
and overall results in Section 5. The conclusions with future
work are outlined in Section 6.

2. Related Work
In the literature, several web interfaces can query the

terms of the Gene Ontology. The Gene Ontology (GO) is
a bioinformatics project which uses ontologies to enable the
standardization of biological information regarding gene and

gene products properties. It is structured as an acyclic ori-
ented graph where each GO-term is identified by a word
or strings and a unique alphanumeric code [8]. The GO
database is the most widely utilized resource for enrichment
analysis.

QuickGO allows us to find and display GO terms and
generate a list of correspondence results based on the user’s
question. This tool returns a directed acyclic graph (DAG)
containing a single GO term and its associated terms and an-
notations. It is designed with JavaScript, Ajax, and HTML.
Statistics with interactive graphs and views of term location
tables are available on the fly, indicatingwhichwords are fre-
quently noted simultaneously. The user can create a subset
of annotations based on different parameters (Specific pro-
tein, Evidence Codes, Qualifier Data, Taxonomic Data, Go
Terms) and download them [3].

GOrilla1 identifies enriched GO terms in ordered lists
of genes using simple, intuitive, and informative graphics,
without explicitly requiring the user to provide targets or
background sets. It is a GO analysis tool that employs a
statistical approach with flexible thresholds to identify GO
terms significantly enriched at the top of a classified gene
(very useful when genomic data can be represented as a clas-
sified list of genes). The analysis’s results are presented in
the form of a hierarchical structure that allows for a clear
view of the GO terms [6].

Blast2GO (B2G)2 is an interactive platform that supports
non-model species functional genomic research. It is a data
sequence-based tool that combines high-performance anal-
ysis techniques and evaluation statistics with a high degree
of user interaction. Similarity searches produce results on
direct acyclic graphs [4].

NaviGO3, in order to measure the similarity or relation
between the terms of theGO, use six different scores: Resnik,
Lin, and the relevant semantic Similarity score for seman-
tic similarity, and Co-occurrence Association Score (CAS),
PubMed Association Score (PAS), and Interaction Associ-
ation Score (IAS) for GO associations. A Funsim score for
functional similarity is also introduced [21].

More recently, the open-source software AEGIS allows
us to visually explore the GO data in real-time, taking into
input the entire dataset GO. Any Go terms can be chosen as
the anchor and have a root, leaf, or waypoint, represented
with a DAG. Each source can include all the descendants of
the anchor term, the leaves will only include the ancestors,
and the Waypoint anchors will constitute a DAG consisted
of both ancestors and descendants [25].

3. Methods
In this work, we have used the R environment4, a free

software environment for statistical computing and graphics,
and SigmaJS, a JavaScript library dedicated to graph draw-

1Gorilla: http://cbl-gorilla.cs.technion.ac.il
2Blast2GO: https://www.biobam.com
3NaviGO: https://kiharalab.org/web/navigo/views/goset.php
4R: https://www.r-project.org
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ing5. We used the standard SigmaJS renderer to show the
graph view.
3.1. Datasets

Protein datasets for AD and PD, belonging toHomo Sapi-
ens, were downloaded from UNIPROT [17]. Data cleaning
has been carried out, removing all duplicates. Furthermore,
for each UNIPROT ID, the reference gene has been obtained
and linked to the STRING. STRING database allows us to
consider any protein-protein interactions (PPI) based on a
score calculated on experimental evidences [16]. This step
is required to eliminate those proteins that are not mapped in
the database and do not have the protein-protein interaction
that we are looking for. We have recovered a total of 216
genes for AD and 137 genes for PD.
3.2. Gene Ontology

The Gene Ontology is based on two types of relation-
ships between objects: instances and part of. All organisms
share three biological domains which can be considered as
structured and controlled vocabularies:

• Biological Process: refers to all those events that take
place within an organism resulting from an orderly set
of molecular functions;

• Cellular Component: concerns the location of the en-
tity in question at the level of cellular and/or subcellu-
lar structures;

• Molecular Function: describes the processes that oc-
cur at the molecular level.

We have identified these domains as biological process
(BP), cellular component (CC), andmolecular function (MF).
We have recovered from UNIPROT6 all the GO terms be-
longing to these three fields both for Alzheimer’s and Parkin-
son’s diseases with UniProt package in R.
3.3. Experimental setup

We explored two ways to calculate semantic similarity.
In the first case, we calculated the similarity between pro-
teins of Alzheimer disease and proteins of Parkinson disease
for all three ontology gene domains. We considered both
Lin’s similarities and Wang’s method. For simplicity, in this
work we only show the results concerning the similarity of
Lin while the future tool will allow user the setting of both
measures. Subsequently, we clustered the data obtained for
both similarity measures in BPs, CCs, and MFs domains for
AD and PD with the K-means algorithm, trying with n=3
and n=5 clusters. In the second case, we calculated the sim-
ilarity based on the Wang and Lin methods between the two
sets of protein data of diseases about BPs, DCs and MFs do-
mains in order to compare these measures.

5SigmaJS: https://sigmajs.org
6UniProt: https://www.uniprot.org

3.4. Distance Metrics
We used two types of metric to compute pairwise seman-

tic similarities, Lin and Wang, calculated with the GOSemSim

package in R [24].
3.4.1. Lin’s measure

Lin measure is based on information content (IC). The
negative log of a concept’s probability is formally known as
IC. This method computes the ratio between the amount of
“common information” and the amount of “total informa-
tion” in the descriptions regards an object pair. This ratio
corresponds to the similarity between two objects [12].

In this case, this approach can measure the similarity
of the knowledge content of the GO terms for each protein
dataset, proteins of AD e proteins of PD. The frequency of
two GO words and their closest common ancestor in a par-
ticular corpus of GO annotations are used in the estimation.
The term Least Common Subsammer (LCS) suggests themost
basic definition that two concepts share as an ancestor. So,
we can consider the following Equation 1:

simlin =
2 ∗ IC(lcs(c1, c2))
IC(c1) + IC(c2)

(1)

where c1 and c2 are two concepts, IC is the information con-
tent and lcs is the function that computes the least common
subsammer. In our experiment, c1 and c2 reflect the conceptsrepresented by the GO terms referring to the BP, CC, andMF
domains. The similarity is calculated for both AD and PD
across all proteins in the pathological reference dataset.
3.4.2. Wang measure

The Wang method is based on a graph-based seman-
tic similarity. The GO terms are converted into a numeric
value by aggregating the terms of their ancestors in a GO
graph [20].

Given two GO terms, A and B, we can representDAGA =
(A, TA, EA) and DAGB = (B, TB , EB), where Tn is the set ofGO terms including the term n and all of its ancestor terms in
theGO graphwhileEn are the semantic relations represented
as edges between the GO terms. The semantic similarity
between these two terms are calculated as in Equation 2:

SGO(A,B) =

∑

t∈TA∩TB SA(t) + SB(t)

SV (A) + SV (B)
(2)

where SA(t) and SB(t) denote the S-value of a GO term t
related to term A and term B.

Wang measures the semantic meaning of GO term n,
SV(n), after obtaining the S-values for all terms in DAGnwith the Equation 3, represented below:

SV (n) =
∑

t∈Tn

Sn(t) (3)

3.5. K-means
K-means is one of the most common and widely used

partitioning clustering algorithms which divides a set of ob-
jects into K clusters based on their attributes [13]. A cluster
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is simply an aggregation of data based on similarities. The
division into K clusters is done a priori, based on the goal
to be achieved or using heuristic techniques and the clusters
represent the number of centroids required by the dataset. A
centroid is a real or imaginary point that represents the center
of the cluster and it is updated with each algorithm iteration.

The procedure is composed by four steps:
• Step 1: determine the value of K;
• Step 2: randomly select K points as initial centers of

the clusters;
• Step 3: assign each new point to the cluster with the

closest Euclidean distance to its center. Formally, if ciis a centroid of the set of centroids C then each point
x will be assigned to a cluster based on the following
equation (Equation 4):

arg min
ci∈C

dist(ci, x)2 (4)

where dist(.) represents the Euclidean distance;
• Step 4: recalculate the updated cluster centers by av-

eraging the points associated with each cluster (Equa-
tion 5):

ci =
1

|Si|
∑

xi∈Si

xi (5)

where Si is the cluster’s set of points.
The procedure repeats steps 3 and 4 until a convergence is
achieved. The algorithm ensures speed of execution while
leaving the data free to group and move away. For the pur-
pose of our study, the maximum number of clusters of the
K-means is limited to five. No PCA techniques were used.
When the concept of similarity associated to the GO is con-
sidered, this constraint is tied to the core premise that a smaller
number of clusters can be useful for biological scope. At the
same time, when K is less, the K-means allows us to pre-
serve this information but not to view it intuitively. Without
a clear display of the data, the end user could not correctly
interpret the results. It is necessary to represent such data as
clearly as possible in order to translate it into knowledge. We
attempted to collect the various forms of information from
the three GO domains in order to organize and view them
together.
3.6. Dynamic Distance-Graph

Based on the information presented in the previous sec-
tions, we propose a dynamic build cyclic distance graph
(DCDG) to visualize and transfer knowledge regarding the
GO terms. Our goal is to provide a clearer visualization
of the GO interconnections than other visualization meth-
ods like clustering or partitioning. We used a web-based
workspace built with Javascript and SigmaJS to allow the
user to explore this interconnection. Workspace is designed
to be as clean as possible. It starts as an empty web app with

a single callable overlay menu on the upper left corner, al-
lowing users to search the entry point protein into datasets.

The BP, CC, andMF distancematrices, calculated before
the execution of the k-means algorithm, were used as input
datasets. When selected, the entry protein becomes the root
of the graph. Users can click on each graph node to show a
context menu (as depicted in Figure 1) in which it is possible
to choose extension (explosion) operation for the node itself.

We defined three kinds of extensions for this contribu-
tion, each of them related to one dataset: BP, CC and MF,
whose definitions are those intended by the three vocabular-
ies of the GO. The distance between each node pairs is writ-
ten on the arcs between them. This value, which defines the
similarity measure, provides the reading key to display pro-
tein through the dynamic build cyclic distance graph. Pro-
teins are connected to each other from these values that allow
us to explore the graph taking into account the resemblance
values between biological process, molecular function and
cellular component. Also, the distance value is used to sep-
arate nodes into spaces.

The ForceAtlas2 algorithm is used to avoid overlapping
between near nodes. In particular, we used ForceAtlas2 em-
bedded into SimgaJS [11]. ForceAtlas2 is a layout algorithm
for force-directed graphs. This algorithm allows us to posi-
tion each node depending on the other nodes using the dis-
tances between them as edge weights. Just because of this
condition, the position of a node must always be confronted
with the other nodes. The fundamental advantage of using
ForceAtlas2 for the representation of protein graphs is to
have an easier view of the structure because the structural
proximity present in the original datasets is converted to vi-
sual proximity.

In order to better empathize the functionality distance
between GO, we defined a spatial distance SD with the fol-
lowing equation (Equation 6). Given two nodes, A and B
and their own distance d:

SD = loge(d) (6)
where d is the distance and the loge is the natural logarithmwith the number of Nepero as base.

Note that SD is used only for graphical purposes in the
rendering routines. Figure 7 shows no linear proportional-
ity into edge lengths: see the distance between (Q8IZY2,
Q9BS0) and (Q93045, Q9BS0). Still, for graphical purposes,
we defined a threshold tℎ_i as the mean of all the distances
into the dataset i used for node expansion. As an example,
given the node Q9BXS0 (see Figure 7), the threshold for the
protein Q9BXS0 is the mean of the edge’s weight between
Q9BXS0 and the related nodes. When the distance SD be-
tween two nodeA andB is greater than tℎ_i, then nodeA and
B are considered belonging to a different cluster. A dotted
line renders each class separation. For the first prototype of
the proposed method see the Prototype Page7. The input re-
quires a symmetry (or distance) matrix in TSV format. After
clustering, it is also possible to download the table of coordi-
nates between the various proteins, represented here graph-

7https://smcovid19.org/simtest/
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Figure 1: The contextual menu is available for each node.

ically as dynamic dots. The prototype is still being updated
for further improvements to guarantee the user full control
of the visualization process.

4. Results
4.1. K-means visualization

Figures 2-5 report how the GO objects are partitioned re-
garding the BP andMF features for AD and PD, withK equal
to 3 and 5. The axis reports the distance between each item
to its centroid. We used cluster and factoextra packages in
R to perform clusterization. We considered only the Lin’s
measure for graphical example. We have found that cluster-
ing with the K-means algorithm produces visually mislead-
ing and uninformative overlaps. This is due to the density of
clusters that involve very close intra-cluster distances.
4.2. DCDG visualization

To test our methods, we used protein data based on cal-
culated similarity of Lin. In particular, we considered the
G9BXS0 protein from the similarity matrices and we iden-
tified the proteins of its neighborhood to build our view of
node expansion. Before testing DCDG view, we carried out
a simple statistic of the common GO terms, for the only BP
component, between this root protein and its neighbors. We
represented them with a Venn diagram [10] (see Figure 6),
on the basis of GO Lin’s similarity matrix.

In this scenario, each protein is represented by a closed
curving line in the Venn diagram (a circle). A set of GO
terms is associated with each protein. In our representa-
tion the overlapping area of the circles measures the size of
common GO terms for the BP among the proteins. So, this
view allows us to evaluate how many common elements are
among the different sets of the terms GO for all the selected
proteins. It is evident that a simple analysis of terms pro-
vides no helpful information beyond the simple observation
that there are terms common to all five sets of GO terms for
each protein. Instead, introduce similarity based on the in-
formation content of the GO terms is useful for expanding
knowledge regarding biological aspects that would be omit-
ted by a simple statistical analysis.

Figure 7 shows the BP expansion with the DCDG view
for the node G9BXS0, a protein produced byCOL25A1 gene
for Homo Sapiens organism. This protein inhibits the fib-
rillization of �-amyloid peptide which constitutes amyloid
plaques present in Alzheimer’s disease. It also assembles
the amyloid fibrils in aggregates which are resistant to the
demerger mechanisms.

The DCDG view allows the user to see and understand
immediately the proteins belonging to the two distinct BP
classes: CLASS 1, related tomany biological processes such
as signaling pathway and positive and negative regulation of
cellular and chemical complexes and CLASS 2, concerning
the organization of fibrils, microtubules, and structures of
the cytoskeleton.

Figure 8 highlights the successive expansion of Q8IZY2
and Q9P0L2 proteins. Due to distances, a new class was
identified by the system (CLASS 3). In terms of biological
meaning, the visualization clearly shows that the additional
third class emphasizes further involvement of proteins indi-
cated in different biological processes compared to previous
classes. In particular, this class intervenes in broader biolog-
ical regulation processes involving energy homeostasis and
cell cycle regulation systems.

5. AD and PD similarity
Diseases similarity can be determined based on three do-

mains of the GO: molecular function (MF) similarity, bio-
logical process similarity (BP) and cellular component sim-
ilarity (CC). We used the GoSemSim package [24]. We used
Wang’s technique, which leverages the graph structure topol-
ogy for the GO to compute semantic similarity between the
two sets of Alzheimer’s and Parkinson’s proteins. We have
also calculated the similarity of Lin, based on the IC of the
three GO domains, betweenAD e PD in order to compare the
differences between these two used methods, as reported in
Table 1. We can note as the values are similar for both sim-
ilarity measure, except for a 5% waste for BP. In Table 2 we
reported the common proteins between the two diseases with
their ID UNIPROT and the description for each of them.
Based on the similarities of BP, MF and CC, we can build a
protein network for each of the three domains under consid-
eration. This could respond to the end user request regarding
the presence of similar proteins in the function, biological
process or cellular location of a series of disorders. As ex-
ample, in Figure 9 and Figure 10, the similarities of the BP
and MF domains for the P03886 protein, present in the AD
and PD, are shown. The threshold chosen for the represen-
tation is 80%. The protein in question is highlighted in the
chord graph. With the threshold previously chosen for BP
and MF, the similarities between proteins in PD and AD are
depicted as a whole in Figure 11 and Figure 12.

6. Conclusion
Graphs are the most natural way to model interactions

between entities in many fields. Dynamic graph representa-
tions result from the intrinsically dynamic character of such
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Figure 2: K-means for BP for AD with Lin’s measure (K=3 on the left and K=5 on the right).

Figure 3: K-means for BP for PD with Lin’s measure (K=3 on the left and K=5 on the right).

data [7]. In this paper, we explored an alternative way to
graphically view the relationships between the GO terms
based on their information content. In particular, we have
proposed a human interaction-based viewing system that al-
lows the users to have a complete omic vision of data. In
particular, we ensured the direct representation of the inter-

class and intra-class correlations between involved proteins.
The strategy proposes an instrument to investigate the GO
with a customizable and flexible approach providing infor-
mation to a more general or selective level.

We presented a distance cyclic distance graph (DCDG)
as a GO terms visualization approach to immediately repre-

Figure 4: K-means for MF for AD with Lin’s measure (K=3 on the left and K=5 on the right).
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Figure 5: K-means for MF for PD with Lin’s measure (K=3 on the left and K=5 on the right).

Figure 6: Venn Diagram for G9BXS0.

Figure 7: The result of Q9BX80 expansion by BP dataset.

Table 1
Similarity value for AD and PD.

Measure BP similarity MF similarity CC similarity

Wang 88.3% 91.3% 96.7%
Lin 93% 92% 96.6%

sent interconnection between elements. The prototype was
written as a web app by using the SigmaJS framework.

We used two similarity methods, Lin’s and Wang’s mea-
sure, on the three GO vocabularies (Biological Process, Cel-

Table 2
Common proteins in AD and PD.

UNIPROT ID

P03886 NADH-ubiquinone oxidoreductase chain 1
P05067 Amyloid-beta precursor protein
P09936 Ubiquitin carboxyl-terminal hydrolase

isozyme L1
P10636 Microtubule-associated protein tau
P25021 Histamine H2 receptor
P37840 Alpha-synuclein
P49754 Vacuolar protein sorting-associated

protein 41 homolog
P61026 Ras-related protein Rab-10
P68036 Ubiquitin-conjugating enzyme E2 L3
P78380 Oxidized low-density lipoprotein

receptor 1
Q5S007 Leucine-rich repeat

serine/threonine-protein kinase 2
Q9H4Y5 Glutathione S-transferase omega-2
Q96IZ0 PRKC apoptosis WT1 regulator protein
Q00535 Cyclin-dependent-like kinase 5
Q13127 RE1-silencing transcription factor
Q13501 Sequestosome-1
Q16143 Beta-synuclein
Q92508 Piezo-type mechanosensitive ion channel

component 1
Q92876 Kallikrein-6

lular Component andMolecular Function) for two neurode-
generative diseases, Alzheimer and Parkinson. Thanks to
these metrics, we built three different distance matrices (BP,
CC, and MF) for each condition.

We explored the differences between the standard cluster
view and the proposed DCDG view. The datasets were clus-
tered using the K-means algorithm to show a classic cluster-
ing plot. Also, we use the proposed DCDG method to plot
the same information into a graph view.

By applying a classic display of clustering, visually was
not possible to recover the information immediately, also due
to the problem of overlapping of some clusters elements. On
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Figure 8: The result of Q8IZY2 and Q9P0L2 expansion by BP dataset.

Figure 9: Similarity of BP (on left) and MF (on right) for the protein P03886 in AD.

the other hand, the display with DCDG allows a more imme-
diate understanding of the interactions present between the
proteins based on the similarity representative of the three
vocabularies of the GO. The existence of well-outed protein
clusters in a system is one of the purposes of our work as
it represents a fundamental topological characteristic to un-
derstand the entire network of connections. This subdivision
makes it possible to view the existing relationships between
proteins and provides a tool which meets the need to identify
and understand why some structural elements are grouped
at different levels (cellular, biological and molecular) of in-

depth.
As future work, we plan to improve the web-based tool

prototype into a web app with more functionality for the
user for exploring protein data based on the proposed as-
sumptions in this research study, guaranteeing user-target
customization of the tools available.
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Abstract: Natural Language Interface or NLI has

the potential to add syllogistic reasoning over the 

already existing facts and develop a new kind of knowledge 

dataset in itself. In this paper, we have demonstrated a 

Recognizing Textual Entailment wherein the task is 

to recognize whether a given hypothesis is true 

(Entailment), false (Contradiction) or unrelated(neutral) 

with respect to the sentence called premise. The task is 

performed by training MNLI corpus along with the 

manually collected dataset from Amazon Product Reviews 

each having hypothesis and premise pairs with 

corresponding labels. With this use case, we propose to 

bring sustainable development in the classification methods 

used by major E-commerce companies. 

I. INTRODUCTION

Every product or service on the internet has a review 

system to know the opinion of their services from the 

customers and to help boost the customers loyalty towards 

their company. Study says that around 86% of the customers 

consider them as an indispensable resource when selecting 

the product. Deciding to purchase a product after going 

through its hundreds of reviews would be a time-consuming 

task as customers need to go through reviews of different 

products to find the best one of their choice. How do we 

reduce time consumption in this review analysis process 

without human resources? This paper aims at designing a 

system built using the Natural Language Inference (NLI), a 

branch of NLP, that will reduce the number of reviews you 

have to go through for a particular product to find out what 

needs to be known. The model helps in classifying the 

reviews into three easy categories namely, entailment, 

contradiction and neutral. By grouping the common 

subjects, it becomes convenient for the customer to identify 

the required review information; thus making it easier for 

them to make a decision. 

There are diverse benchmarks designed for the numerous 

usecase of Natural Language Inference in different fields of 

business. A system which analyses the customer reviews is 

very much required for better functioning of the company 

and this paper is the first attempt on this use case to the best 

of our knowledge. The mode is built solely on the NLI 

aiming at reducing the number of reviews for the customer 

on the product/services (P/S) in amazon. This paper 

proposes a review analyzing system with the sole usage of 

NLI. Given a set of reviews in the paired format, we 

developed the model in such a way that it determines 

whether the pair of reviews stands true to each other, false or 

totally not relatable to one another.  e.g The material of the 

shirt is super soft. I just love it. and I’m inspired by the soft 

touch of this cloth. are a pair of reviews on the same product 

which means the same. Satisfied with the stitch of the shirt is 

clean and perfect. and Disappointed with the stitching done. 

Threads are coming out. are another pair of reviews which 

clearly means opposite to one another. Identifying such pairs 

of reviews is necessary as we can group the common 

reviews keeping the rare one.

In the era of Artificial Intelligence, Deep Learning and 

Big Data having immense improvements, there is a need to 

expand Natural Language Processing (NLP) beyond what it 

does. Hence, expansion of NLP to perform different tasks 

requires different kinds of datasets and this leads to different 

types of challenges. One function among those which has 

lately gained need and popularity is the Natural Language 

Inference (NLI), also called Recognizing Textual Entailment 

(RTE). It is the task of defining whether the given 

hypothesis h is true, false or undetermined with respect to 

the given premise p. Hypothesis h is also considered as the 

conclusion c in many of the explanations. A fortunate NLI 

system is the one that exactly determines whether the 

hypothesis is entailed, contradicted or neutral to the given 

premise p. As per the discussion held by Condoravdi et al. 

(2003)[1] and others, a successful NLI is a suitable 

computation measure for a real natural language 

understanding. Goldberg and Hirst (2017)[2] and Nangia et 

al. (2017)[3] in their discussion clearly noted that solving 

NLI problems perfectly means to attain human level 

understanding of language. Hence, a continuous effort is put 

into designing a high level performing NLI model that has 

faster learning rate along with massive understanding 

capabilities. 
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II. BACKGROUND 

Natural Language Processing (NLP) consists of two sub-

tasks namely Natural Language Understanding (NLU) and 

Natural Language Generation (NLG). Together they deal 

with the understanding of human’s languages, processing 

them, analyzing them in an attempt to understand the 

semantics of the natural language sentences, and ultimately, 

generating an output back in human’s language as was sent 

as input so that it is interpretable by humans effortlessly. 

NLP bundles a broad variety of use-cases, wherein some are 

considered to be easy tasks and the others a complex one to 

deal with that include recognition of entities [4] such as 

names of places, persons, etc., within texts, Sentiment 

Analysis [5], Machine Translation [6] of languages, 

Machine Reading Comprehension (MRC) [7], etc. Natural 

Language Processing requires an important task within 

itself, called Natural Language Inference (NLI). It is the task 

of appropriately inferring one sentence from another and 

classifying any two sentences (Premise and Hypothesis) in 

three categories namely, entailment, contradiction, and 

neutral. In some cases, some known facts and prior 

knowledge about the topic is taken into account while 

classifying the text pair. For instance, most Hindi speakers 

would know how to acknowledge a ‘Namaste’ or ‘Kya haal 

hai?’, etc. 

Multi-Genre Natural Language Inference (MNLI) [8], a 

larger corpus compared to SNLI roofs ten distinct genres of 

the English Language. It houses about 433k p-h (premise-

hypothesis) pairs making it a good choice for NLI over 

English language. The test set has two categories namely, 

matched set - sentences with indistinguishable genres and 

mismatched set - sentences with distinguishable genres, thus, 

facilitating cross-genre language inference. 

III. RELATED WORK

Natural Language Inference is best dealt by applying 

Deep Learning based methods. We know for a fact that 

Deep Learning based methods require a humongous amount 

of training data to be able to learn the language 

representation and produce desired results. To acknowledge 

the massive need, many researchers, crowd workers, and 

others, came forward and created numerous datasets for NLI 

purposes. Hossein Amirkhani et al. [9] created the largest 

NLI dataset called FarsTail, entirely dedicated to the Persian 

language. The dataset consists of 10,367 examples that are 

given in both Persian language and an indexed-format to be 

beneficial for non-Persian experimenters. The Premise-

Hypothesis pairs were created utilizing about 3500 multiple-

choice queries with no or a little involvement of annotators 

with annotating the pairs. They investigated several 

techniques ranging from the traditional ones to the state-of-

the-art methods bundling word embedding methods 

including word2vec [10], fastText [11], ELMo [12], BERT 

[13], and LASER [14], various modeling approaches 

specifically dedicated to Natural Language Inference 

dealing, such as, DecompAtt [15], ESIM [16], HBMP [17], 

ULMFiT [18], and cross-lingual transfer approaches. 

Another research conducted by Mohammad Mosharaf 

Hossain et al. [19] dealt with countering negation within 

English sentences as they are ubiquitous in common English 

sentences. Their study reveals that current datasets including 

the Stanford Natural Language Inference (SNLI) dataset, 

Recognizing Textual Entailment (RTE) dataset do not 

address negative words within sentences and which makes 

state-of-the-art transformers poor at handling words carrying 

negative meanings such as, no, nothing, never, not, isn’t, 

haven’t, hasn’t, so on and so forth. The transformers tend to 

neglect the negative words or phrases and proceed with the 

inference task of classifying sentences into their respective 

classes. 

 In today’s evolving world, code-mixing is prevalent. 

Code-mixing refers to the mixing of two or more languages 

while conserving with each other, for instance, “Hey buddy! 

Haven’t seen you since the first week of December! Kya chal 

raha hai?”. This phrase consists of two languages namely, 

English and Hindi; this is how most people talk these days 

on social media platforms like WhatsApp, Instagram, 

Facebook, etc. Simran Khanuja et al. [20] went on and 

created a whole new dataset that takes into account the 

mixing of different languages. It consists of 400 code-mixed 

(English-Hindi) premises taken from 18 Bollywood movie 

scripts for which 2240 hypotheses are in the same format as 

premises, i.e., code-mixed. 

Currently, there are many datasets that aid NLI with not 

just English but many more languages such as Hindi, 

Turkish, Spanish, German, Thai, Chinese, etc. There are 

some datasets that include premises and hypotheses just in 

English, for instance, SNLI; and some that include other 

languages such as French, Spanish, Greek, German, Swahili, 

Urdu, Arabic, etc., for instance, XNLI. The English-

dedicated datasets include, SICK (Sentences Involving 

Compositional Knowledge) [21] which is one of the initial 

trials towards building larger datasets to support NLI 

functions. It bundles around 10,000 premise-hypothesis pairs 

in English language. The dataset was annotated for dual 

purposes, one, to determine correlation between sentences 

and two, entailment. The initial dataset consists of 

irregularly picked from about 8,000 ImageFlickr dataset 

along with the SemEval 2012 STS MSR-Video Description 

dataset. A few rule-grounded lexical and syntactic 

transformations have been put into every sequence of words 

to generate appropriate classification (entailment, 

contradiction, or neutral). Another well known corpus down 

the line is the Stanford Natural Language Inference (SNLI) 

[22] that tackles the need of huge annotated data for the NLI

task to be solved using Deep Learning architectures. The

corpus consists of around 5,70,000 labeled premise-

hypothesis pairs out of which the training set consists of

550k samples, validation set of 10k, and test set of 10k

examples. The entire corpus was collected via the Amazon

Mechanical Turk. Every premise was asked to be paired

with three different hypotheses, one entailment, one

contradiction, and a neutral one. MedNLI [23], as the name

suggests, is dedicated to the medicinal domain. An addition

to the English dominated corpora is SciTail. SciTail [24]

consists of science questions and answers as hypotheses and

relevant word sequences from the web were taken as

premises. A total of 1,834 queries taken together with about

16k neutral examples and around 10k entailment examples
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form the entire corpus. SciTail lacks the third label within 

NLI, the contradiction tag. QA-NLI  [25], an automatically 

generated corpus built by leveraging the Question 

Answering datasets like the SQuAD 2.0 [26]. The dataset 

followed the following pattern all over: correct answer - 

entailment, incorrect answer - contradiction, and unknown 

answer - neutral.    

There are many Non-English corpora that have been 

designed to acknowledge NLI tasks in languages other than 

English including Evalita, ArbTEDS, German emails, etc. 

The Italian dataset, Evalita [27], consists of 800 short italian 

text pairs constituted using the Wikipedia articles. An 

Arabic language corpus, ArbTEDS [28], containing 600 

annotated text pairs involving both inferable and non-

inferable. Candidate duplets are taken from the web 

leveraging a nearly automatic instrument, with news 

headlines in Arabic as hypotheses and a passage rendered by 

Google’s API for the just taken headline as the 

corresponding premise, annotated by eight annotators. 

German emails [29], a corpora built by emails sent by 

customers of a multimedia software company to its support 

hub as premises and the different class description as 

hypotheses. The matching classes relate to the entailment 

category (around 600) and non-matching classes map to the 

non-entailment category (around 21k). ASSIN [30], mixture 

of 10k couples, having both European Portuguese and 

Brazilian Portuguese pertaining to two different classes, 

namely, entailment and non-entailment. The massive cross-

lingual dataset, XNLI which stands for Cross-lingual 

Natural Language Inference, the MultiNLI text pairs that 

were collected in a crowd-sourced manner, these pairs were 

then translated into 14 distinct languages by experts. 

IV. DATA COLLECTION

A. Dataset and Task to be performed:

We handpicked 500 reviews, including one star to five-

star reviews in order to give our data some uniformity.

For instance, the review dataset for a particular shirt

contained reviews ranging from its color, size, fabric

quality to the fitting and the thread count. The dataset

contained both positive as well as negative reviews. We

then bifurcated the obtained reviews in three categories;

entailment (0), neutral (1) and contradiction (2). Four

columns were obtained containing the column id, the

hypothesis, premise and the label. Consider the following

review examples used for labelling the sentences:

For a book review: “The book cover is beautiful!” 

and “Beauty lies in the cover as well as the content of 

the author.” can be labelled as entailment (0).  
For a phone review: “I bought this phone for my 

father, and he liked it a lot, fast charge, good battery 

life” and the “screen width is small” can be labelled 

as neutral (1). 
For a laptop review: “Bluetooth connection problem” 

and “Bluetooth connectivity is awesome but the 

battery drained fast” can be labelled as a 

contradiction (2). 

Fig. 1 -  A snippet of training dataset 

B. Input and Output:

Each dataset contains two sentences (a premise and a

hypothesis) and a labeling class that indicates if the

sentences describe the same thing (entailment), disagree

with one another (contradiction) or talk about different

things (neutral). So the model needs to take in two inputs

(the two sentences) and return one of the three classes.

For the output part, we feed in a submission xls file that

saves the predictions made. A snippet of submission file

has been shown below:

Fig 2- A snippet of Submission.xls 

V. METHOD

A. XLM-RoBERTa:

Model used for this use case is XLM-RoBERTa.

XLM-RoBERTa is based on RoBERTa which was

proposed in 2019. This multilingual model is trained

on filtered Common Crawl data across 100 different

languages. The crawl data corpus is a collection of

data in petabytes collected over 8 years of web

crawling. In specific, we used xlm-roberta-large

configuration of XML-RoBERTa. There are 24

hidden layers, 16 attention heads and 1024 hidden

units.

  We used TPUs in training. TPU short for Tensor 

Processing Unit, are application specific integrated 

circuits used to accelerate the workloads in machine 

learning. Being different from GPUs, a TPU needs to 

be initiated and set up to carry out work with the 

specified model in the notebook. Explicitly, a 

"strategy" needs to be demarcated regarding the 

working of the model and how it can be replicated 

across the eight GPU chips on the TPU board. The 

later part of these replica models being merged back 

together also needs to be taken care of once training 

has completed. 

B. Process Flow

After setting the max length to 80; the batch size

needed to be multiplied by the number of replicas (8).
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This made sure that each of the eight GPU chips in

the TPU was made to use the specified batch size and

not one eighth of that number. The learning rate was

set to 1e-5. The train and test set; each containing

four columns namely, Id, hypothesis, premise and

label was loaded. Augmentation of dataset helps

increase diversity in the dataset all the while

increasing accuracy. For this purpose, we used the

Multi-Genre NLI Corpus dataset. The dataset was

found to include 392702 rows × 3 columns. This

proved to have added an advantage while classifying

our dataset; thus improving the model’s overall

performance. The proposed system can be described

by a process flow shown below:

Fig 3- Process flow of the proposed model 

C. Training Phase

In order to start with the training phase, we first

concatenated our collected dataset with that of

MNLI. In order for a machine to understand human-

language, words need to be encoded and fed as

integer inputs. This is known as encoding. In order to

prepare sentences to be fed as input for training, the

text is tokenized i.e. assigned numbers(tokens). Each

model has its own unique set of tokens. Every

sentence from the dataset is then converted from

strings to arrays of tokens using Auto Tokenizer class

from Transformers. The tokenizer even separates the

words themselves into sub words. For instance, a

word “bookmark” will be split as “book” and “mark”

subwords. In our case, the premise and hypothesis

both act as input and so the tokens from both will be

merged into one array.

D. Split and Pipeline

The training set was split into 80% training and 20%

validation set  with a random state of 2020. Data

Pipeline is used to exact every ounce of performance

from the model at hand. We used Tensorflow data

API  to create a data pipeline in order to increase the

performance while training. Commands like

shuffling, slicing, prefetching the next batch, etc can

be performed easily because of this pipeline. Lastly,

the RoBERTa was added as the backbone of our

model along with a softmax function layer in order to

apply the correct class (entailment, neutral,

contradiction or 0, 1, 2).

E. Evaluations and Predictions

  The model is trained for 5 epochs with varying 

datasets each time and values for Training loss/ 

Accuracy as well as Validation loss/ Validation 

accuracy are noted. The new obtained predictions are 

saved in submissions.xls as output and can be later 

compared with the actual dataset. The below graphs 

showcase the evaluations obtained for the shirt 

dataset. 

  After the evaluation of individual datasets, a mixed 

dataset was created manually to check how the model 

would perform. It consisted partly of reviews of all 

the four products hand picked randomly. The model 

was deemed to have been trained properly as the 

validation accuracy obtained was 86%.  Thus, we can 

conclude that the model seems to be ready to be used 

for real-life business cases. 

Fig 4-  Evaluations obtained on shirt dataset. 

VI. COMPARISION OF PREDICTIONS

The reviews collected for our dataset were of different 

products. 4 different products were chosen from amazon and 

all its reviews were collected. The first product we chose was 

the men’s  yellow shirt. Reviews for the same spoke about 

the material quality, buttons hook up, stitching done and 

various other features of the shirt. Regardless of whether the 

customer liked or disliked, all the reviews were selected to 

prepare our dataset. The NLI model minimized the number 

of similar reviews which would consume huge time in 

reading all of them. This minimization will not only help the 

customers in choosing their best product based on reviews 

easily and more sprightly, but will also help the sellers to 

look for the negative reviews for their product easily. This 

will assist the seller in improvising their shirt considering the 

negative reviews of the customer. 

  Similarly, the other products chosen were the crime and 

punishment book, Samsung M11 smartphone, Dell and HP 

laptops from amazon e-commerce website. All the possible 

reviews notwithstanding to positive and negative ones were 

collected for the same. Once the number of reviews were 

minimized by the NLI model by eliminating the reviews 

holding the same meaning, there remains fewer reviews 

making it easy for the customer to decide on purchasing their 

product quicker saving a huge amount of time for them. The 

creation of our model does not restrict to helping only the 

customers of the e-commerce website, it also makes things 

easier for  the sellers online to understand customer needs 

and act faster and accordingly on it as the same in the  above 

described shirt product. Any product chosen and review 

collected on the same, our NLI model designed for the 

reviews minimization eliminates one review from the one’s, 

those are entailing. This system is found useful to all 
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customers, sellers and manufacturers. Due to this 

magnificent feature of our model, this is considered to be a 

very good usecase in business. Such a type of model design 

is the first attempt in the field of NLP to the best of our 

knowledge.  

A table showing Training/Validation and Testing accuracy 

on the aforementioned product review datasets has been 

showcased below. It is evident that the model was trained on 

a diverse variety of data and so was able to achieve great 

accuracy scores even when tested on different products. Thus 

this experiment can be deemed to be successful and useful 

for today’s business cases. 

Table 1– Training/Validation and Testing Accuracy 

Reviews Sets Accuracy 

Train Validation Test 

Shirts 1-100 93.98 87.23 70 

Book 101-200 94.18 87.39 60 

Mobile 201-300 93.71 87.22 70 

Laptop 301-400 94.04 87.1 79 

401-500 93.77 87.11 61 

Fig 5 - Train, Validation and Test Accuracy on all the Products 

VII. CONCLUSION

  In this paper, we proposed the use of Natural Language 

Interface with respect to real life major E-commerce 

companies. We presented experiments on MNLI corpus 

along with manually obtained Amazon review dataset 

designed with 500 samples each having hypothesis and 

premise pairs with corresponding labels. The task of 

classifying hypotheses and premises in labels, i.e. true 

(Entailment), false (Contradiction) or unrelated (neutral) was 

done with 87% accuracy overall. The proposed model 

captures the need and possibilities with the use of NLI on a 

huge scale. This model caters to the need of classification 

strategy required in today’s world of review driven sales. We 

hope that this model could be a stepping stone for future 

advancements in retail as well as general use cases. 
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A B S T R A C T

Bike-sharing systems are present in many cities as a valid alternative to fuel-based public transports 

since they are eco-friendly, prevent traffic congestions, reduce the probability of social contacts. On 

the other hand, bike-sharing present some problems such as the irregular distribution of bikes on the 

stations/racks/areas (still very used for e-bikes) and for the final users the difficulty of knowing in 

advance their status with a certain degree of confidence, whether there will be available bikes at a 

specific bike-station at a certain time of the day, or a free slot for leaving the rented bike. Therefore, 

providing predictions can be useful for improving the quality of e-bike services. This paper presents 

a technique to predict the number of available bikes and free bike slots in bike-sharing stations (the 

best solution for e-bikes). To this end, a set of features and predictive models have been developed 

and compared to identify the best prediction model for long-term predictions (24 hours in advance). 

The solution and its validation have been performed by using data collected in bike stations in the 

cities of Siena and Pisa, in the context of Sii-Mobility National Research Project on Mobility and 

Transport and Snap4City Smart City IoT infrastructure. The Random Forest (RF) and Gradient 

Boosting Machine (GBM) offer a robust approach for the implementation of reliable and fast 

predictions of available bikes in terms of flexibility and robustness to critical cases, producing long-

terms predictions in critical conditions (i.e., when there are only few remaining available bikes on the 

rack). 

 © 2021 KSI Research 

1. Introduction

Today, about 55% of the world’s population lives in 

urban areas, and this figure is expected to reach 68% in 

2050, according to the "World Urbanization Prospects 

2018", published by the United Nations Department of 

Economics and Social Affairs [17]. Fuel-based 

transportations are one of the most important causes of 

certain gas emissions and thus of air pollution. Bike-

sharing systems may represent a part of the solution. 

Therefore, their use is increasing in many cities, being 

a more sustainable alternative to public transportation 

reducing congestion and pollution. The bike-sharing 

solution adopting bike rack stations are capable to 

detect the presence of the bike, to assess their status, to 

recharge e-bikes, and release/manage the bike-sharing 

system. In this case, the bikes can be very simple even 

when they are e-bikes. The alternative solution could be 

floating bike-sharing systems in which the users can 

take the bikes from the road and leave them in any 

place, in some cases with specific rules and areas. The 

bikes have to be more intelligent, and capable to 

communicate with the central management servers their 

position, etc., such as Mobike solution. Floating 

solutions are still not very effective in the case of e-bike 

since the recharging can be easier on racks. The 

recharging of floating bikes has to be performed by 

collecting bikes and/or by recovering them to put a 

charged battery. All these activities are very expensive 

to be performed for a large number of bikes.  

In the context of this article, the solution with simple 

bikes (even e-bike) and smarter stations is addressed. 

The bikes can be typically released at any station 

providing that a free slot is available, this may create 
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discomfort to the users when the station is full, and the 

user has to search for an empty slot in near bike racks to 

leave the bike, and then return by walk. One of the 

problems of bike-sharing is related to the irregular 

distribution of bikes among the various stations and the 

impossibility to know with a certain confidence where 

to find at least a bike at the desired station in a precise 

time slot of the day, or just few minutes in advance. The 

same for the possibility to find a free slot to leave the 

bike. Therefore, predicting the availability of bikes (as 

well as to predict the presence of free slots) per station 

over time can be very useful for managing the demands 

for bikes per station and to plan/schedule a bike 

redistribution [2].  

1.1 Related Works 

    In recent years, many researchers have studied urban 

bike-sharing systems, mainly on four main areas of 
interest.  

    The first area is the design of Bike-Sharing Systems.  

In [3], a mathematical model has been proposed to 

determine the number of docking stations needed, their 

location and the possible structure of the cycle path 

network, as well as models to make predictions about 

possible routes taken by users between stations of origin 

and destination.  

    The second area is related to the analysis of the 

behavior and dynamics of a Bike-Sharing system. In [4] 

and [5], clustering and forecasting techniques are used 

on the network of Bike-Sharing stations in Barcelona to 

obtain useful information to describe the city's mobility. 

In [6], the authors studied the Vélo' system. They 

interpreted the system as a dynamic network by 

analysing how bicycle flows distribute spatially along 

the network. In [8], clustering techniques are used to 

analyse the Vienna docking station network. In [7], 

different Bike-Sharing services are analysed 

highlighting the differences in bike flows and routes.  

    The third area is referring to the redistribution of 

bicycles among stations of the city that is necessary to 

compensate for the imbalance created during their use. 

For example, in [18], [19], [20], the authors studied the 

optimization of the routes taken by vehicles with the 

aim of balancing the number of bicycles in each station. 

    The last area concerns the prediction of bikes 

availability. 

In [4], four different predictive models for estimating 

the availability of bikes in stations have been compared. 

The authors use a Bayesian network to predict the status 

of a bike station (full, almost empty or empty) using 

bicycle parking information only 2 hours in advance. 

They achieve a forecast accuracy of about 80%. In [5], 

ARMA models have been used to predict the number of 

vacancies one hour in advance, while in [1], the authors 

present a system for predicting bike traffic of a bike-

sharing network in Lyon. In [21], data mining and 

cluster techniques based on historical data series are 

used to estimate pickup and return activity patterns at  

bike stations in Vienna; while in [22], the authors 

presented an ARIMA model that takes into account 

both spatial and temporal factors to predict the number 

of available seats in each docker station.  

    In most cases, the prediction algorithm aimed at 

understanding the total number of used bikes in the 

whole network over time, which is a topic of interest for 

the operator. This is also much simpler than the 

prediction of the bike or slot on single rack. 

    In [23], the authors presented a predictive model of 

the state of the public bike-sharing stations in Barcelona 

2 days in advance. Thus, the Random Forest has been 

applied to predict the status of a station (i.e., when a 

station is full, almost full, if there are slots and bikes 

available, almost empty or empty, two days in advance) 

with a maximum accuracy of about 75%. The authors 

also consider in the model some external factors as 

holidays, and weather information observing that the 

inclusion of these external factors was not relevant. In 

[24] and [25], a probabilistic approach based on

dynamics modelling of a single bicycle parking using

Markov chains in continuous time has been proposed.

In [24], the authors predict the number of available

bikes per bike station in Paris with an error measure of

about 3.5 in terms of RMSE (which is very high for

small size racks), for a prediction horizon of one hour

in slots of 10 minutes. In [25], The authors use statistical

methods to model the spatio-temporal shifts of bikes

between stations, and then estimate bike check-in

results based on the model and online check-out

records. A random forest-based prediction mechanism

is further proposed to model and forecast the users’

check-out behaviours. In [26], an approach based on

Graph Convolutional Neural Network has been used to

analyse the dynamics between the different bike-

sharing stations in the city. In [27], a deep learning

model for short-term prediction of the number of

available bikes is presented. In [27], the authors adopt

LSTM and GRU models to predict the number of bikes

per docker station 1, 5 and 10 minutes in advance with

one-month historical data, and they apply a Random

Forest as a benchmark. In [28], the authors present an

approach based on the application of machine learning

models as Random Forest and LSBoost algorithms to

create univariate models to predict the number of

available bikes at each of the 70 stations of the Bay Area

Bike Share network. RF with a MAE of 0.37

outperformed LSBoost with a MAE of 0.58

bikes/station with a prediction horizon of 15 minutes.

The authors also apply a Partial Least-Squares

Regression to model available bikes at the spatially

correlated stations of each region obtained from the

trip’s adjacency matrix. Results show that the MAE was

approximately 0.6 bikes. Finally, in [29], the authors

propose a framework based on recurrent neural

networks to predict bike demand for each station in a

bike-sharing system one hour in advance. Table 1

shows a comparative overview of the most relevant

related works.
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Table 1: Related Work implementation overview 

Paper Models Type Features 
Pred. 

Horizon 

Accuracy/ 

Error 

Measures 

[4] 

Bayesian 

network 

(station status: 

full; almost 

empty; empty) 

Holiday, 

Weather 

and 

Historica

l data

2 hours 
Accuracy 

about 80% 

[23] 

Random Forest 

(RF) 

(station status: 

full; almost full; 

bikes available; 

almost empty; 

empty) 

Weather 

and 

Historica

l data

2 days 
Accuracy 

about 70% 

[24] 

Markov chains 

(#available 

bikes) 

Historica

l data
1 hour 

RMSE 

about 3.5 

[27] 

- GRU

-LSTM

- RF

(#available

bikes)

Historica

l data

3-time

intervals:

1, 5, 10

min

- 

[28] 

- RF

- LSBoost

- PLSR

(#available

bikes)

Historica

l data

From 15 

min to 

120 min 

MAE (RF) 

about 0.37 

for 15 min 

pred. 

horizon 

[29] 

RNNs 

(#check-

in/check-out) 

Weather 

and 

Historica

l data

1 hour 
MAE about 

1.2 

1.2 Article Overview 

    The main contribution of this paper consists in 

presenting a solution for long-term prediction of 

available bikes on bike-sharing stations, and thus of the 

number of free slots by knowing the size of the station 

and the number of broken bikes. To this aim, a model 

has been identified to predict the availability of bikes 24 

hours in advance (long-term predictions) with a 

resolution of 15 minutes, and thus also the free slots in 

the stations. The prediction of available bikes is a non-

linear process whose dynamic changes involve multiple 

kinds of factors, coming from the context. To this end, 

the solution has been obtained by taking into account 

different cities and locations, and despite the 

differences characterizing the two cities (namely Siena 

and Pisa), in both cases the identified features and 

model have been the same, thus demonstrating the 

validity of the derived results. The precision obtained 

for long terms prediction has been much better than 

those provided in the literature.  

     The solutions have been implemented in the context 

of Sii-Mobility project (national mobility and transport 

smart city project of Italian Ministry of Research for 

terrestrial mobility and transport, http://www.sii-

mobility.org) and Snap4City infrastructure 

(https://www.km4city.org ) [9], [10], [11], which in 

turn is based on Km4City model. Sii-Mobility aimed at 

defining solutions for sustainable mobility, engaging 

city users, providing predictions on parking, suggesting 

bikes availability status to users at least 15 minutes/1 

hour in advance to allow them to make a conscious 

decision, and maybe change their own plan. As a result, 

the solution has been capable to produce reliable 

prediction even 24 hours in advance. 

    The paper is structured as follows. Section 2 provides 

a description of the bike-sharing data and their 

characterization in terms of clustering in groups. In 

addition, the identification of several features at the 

basis of the predictive models is reported. In Section 3, 

the machine learning approaches adopted to identify 

and validate the predictive models and framework are 

presented. Section 3.1 presents the metrics for the 

assessment, Section 3.2 the ARIMA model. In Section 

3.3, the machine learning approaches are presented. A 

computational cost analysis on the proposed solutions 

is presented in Section 3.4 . The feature relevance of the 

predictive model is discussed in Section 3.5 and Section 

3.6 reports the results based on a feature reduction 

analysis. Conclusions are drawn in Section 4. 

2. Data Description And Feature

Identification

    As mentioned in the introduction, the main goal was 

to find a solution to predict the number of bikes 

available in each bike station 24 hours in advance. Thus, 

by knowing the size of the bike station and the number 

of broken bikes on the rack, we can derive the number 

of free slots to leave the rented bike. Typically, the 

status of each bike station is checked and registered on 

the central server every 15 minutes. The data we 

adopted refer to 15 stations located in the municipality 

of Siena and 24 stations located in Pisa. In order to 

understand the typical time trend H24 (multiple 

seasonality may be present, i.e.: daily, weekly and 

seasons over the year) of bikes availability per station. 

Since the service acceptance is evolving quite rapidly 

over time, the seasonal trends taken into account are the 

daily and weekly ones. This means that the learning and 

predictions have to be continuously updated. We took 

into account data from June 2019 to March 2020 for 

Siena and Pisa stations. A clustering approach has been 

applied in order to classify together Pisa and Siena’s 

stations based on their time trend of bikes availability 

over the day, which is also correlated to the typical 

services in the neighbourhoods. In detail, the K-means 

clustering method has been applied to identify clusters. 

In K-means clustering, there is an ideal center point that 

represents a cluster. The clustering has been performed 

on the basis of the H24 time trend, considering the 

normalized trend of bikes availability measure. The 

optimal number of clusters resulted to be equal to 3, and 

it has been identified by using the Elbow criteria [12]. 

In particular, each cluster represents a group of bike-

sharing stations. For each cluster, we selected the 

representative bike rack as the one closer to the center 

of the considered cluster. Figure 1 reports the typical 
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trends during the day of the representative bike rack for 

each cluster. 

Figure 1:  Typical day trend of available bikes of bike rack 
clusters. Cluster 1 is represented by “Stazione FS.” in 
Pisa, Cluster 2 by “PoloMarzotto” in Pisa, and Cluster 3 
by “Due Ponti” rack in Siena. 

    The bike stations/racks belonging to Cluster 1 are 

typically characterized by a decrement of bike 

availability at lunchtime, and they are mainly located 

close to the railway stations, airport, mobility hubs, etc. 

Bike racks belonging to Cluster 2 are typically 

positioned in the central area of the cities, and they are 

characterized by an increment of the bikes availability 

in the central part of the day (lunch hours, since most of 

the people are parking their bikes to get lunch). Cluster 

3 presents an almost uniform trend in the bike 

availability and bike racks are mainly positioned in the 

peripheral areas of the city. 

    Moreover, we have also detected some changes in the 

typical time trends from working days and weekends as 

shown in Figure 2. Figure 2a reports the comparison 

between the trend for working days and weekends for 

“Curtatone” station in Siena, while Figure 2b shows the 

trends of working days/weekends for the bike rack 

called “Stazione F.S” in Pisa. 

(a) 

(b) 

Figure 2:  Working days/weekend trends of the (a) 
“Curtatone” bike-sharing stations in Siena and (b) 
“Stazione F.S” stations in Pisa municipality. 

2.1 Feature Identification 

    With the aim of designing a prediction model, a set 

of features have been proposed, identified, and tested. 

Typically, the values are recorded every 15 minutes. 

Please note that the temporal window for the training is 

not based only on 15 minutes, but the measures over 

months are taken every 15 minutes.  

    Features belonging to the Baseline (time series) 

category refer to aspects related to the direct 

observation of bike status over time as in [13]. Date and 

time when measures are taken,  the number of bikes on 

racks, information on weather the observation day was 

a weekend etc., belong to this category.  

    We considered also features describing the 

differences over time. Usually, the trend of the number 

of bikes is similar from one week to another for the 

same day (e.g., Monday to prev/next Monday), in the 

same month for example. Therefore, the following 

features have been included and refer to the number of 

available bikes at the observation time t in the day d, 

with respect to the previous week (d-7) (PwB) and the 

previous day (d-1) (PdB), as: 
PwB = 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒𝐵𝑖𝑘𝑒𝑠𝑑−7,𝑡 

PdB = 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒𝐵𝑖𝑘𝑒𝑠𝑑−1,𝑡 

And thus, other features have been included in the 

model for capturing the difference between the number 

of bikes captured at the observation time (time slot t and 

day d) and the available bikes in the:  

• previous time slot (t-1) of previous week (d-7)

dPw:

 𝑑𝑃𝑤 = 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒𝐵𝑖𝑘𝑒𝑠𝑑,𝑡

− 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒𝐵𝑖𝑘𝑒𝑠𝑑−7,𝑡−1

• successive time slot (t+1) of previous week (d-7)

dSw:

𝑑𝑆𝑤 = 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒𝐵𝑖𝑘𝑒𝑠𝑑,𝑡 − 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒𝐵𝑖𝑘𝑒𝑠𝑑−7,𝑡+1

• previous time slot (t-1) of the previous day (d-1)

dPd:

𝑑𝑃𝑑 = 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒𝐵𝑖𝑘𝑒𝑠𝑑,𝑡 − 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒𝐵𝑖𝑘𝑒𝑠𝑑−1,𝑡−1

• successive time slot (t+1) of the previous day (d-1)

dSd:

𝑑𝑆𝑑 = 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒𝐵𝑖𝑘𝑒𝑠𝑑,𝑡 −  𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒𝐵𝑖𝑘𝑒𝑠𝑑−1,𝑡+1
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Other features have been included in the model for 

capturing the difference between the number of bikes 

captured at the observation time: • week (d-7) and the one of two weeks prior (d-14)

dP2w:
dP2w = 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒𝐵𝑖𝑘𝑒𝑠𝑑−7,𝑡

− 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒𝐵𝑖𝑘𝑒𝑠𝑑−14,𝑡

• day (d-1) and the one of two days prior (d-2) dP2d:
dP2d = 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒𝐵𝑖𝑘𝑒𝑠𝑑−1,𝑡 − 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒𝐵𝑖𝑘𝑒𝑠𝑑−2,𝑡

Features belonging to the real-time weather and

weather forecast are also collected every 15 minutes

(i.e., temperature, humidity and rainfall). Please note

that, according to our analysis, the significant values for

the weather are those related to the current time and the

hour just before the measured bike availability time. For

example, in order to predict the number of available

bikes at the rack at 3 pm, the weather features at 2 pm

and at the current time are relevant. Thus, the weather

conditions influence the decisions on using the bike or

other transportation means. Similarly, the weather

forecast influences the plan to get the bike.

    The data collected from historical values of each bike 

rack are in practice all the data in the learning window 

(several weeks or months) of the past, as described in 

Section 2. For each time sample, the features of Table 2 

are collected and when needed estimated and stored. 

Table 2: Overview of the feature used in the prediction 
models 

Category Feature 

Baseline-

Historical 

Available Bikes in the past 

Time, month, day 

Day of the week 

Weekend, Holiday 

Previous week (PwB) 

Previous day  (PdB) 

Diff. from 

actual 

values and 

prev. 

observatio

ns 

Previous observation’s difference of the 

previous week (dPw) 

Subsequent observation’s diff. of the previous 

week (dSw) 

Previous observation’s difference of the 

previous day (dPd) 

Subsequent observation’s difference of the 

previous day (dSd) 

Previous observation’s difference between the 

previous week and two weeks earlier (dP2w) 

Previous observation’s difference between the 

previous day and two days earlier (dP2d) 

Real-time 

weather 

and 

weather 

forecast 

Max Temperature Forecasted 

Min Temperature Forecasted 

Temperature 

Humidity 

Pressure 

Wind Speed 

Cloud Cover Percentage 

    When the long-term prediction is performed 24 hours 

in advance, the training/learning is performed once a 

day for each bike rack. Please note that performing the 

training more often may not produce significantly better 

results, and it is very computational expensive since the 

prediction should be performed for each bike rack.   

3. Prediction Models

    In the study of the model, we have tested several 

machine learning solutions to predict the number of 

available bikes at bike-sharing stations/racks. Several 

techniques have been discharged since they did not 

produce satisfactory results for long-term prediction, 

among them: Bayesian Regularized Neural Network 

that achieves an R2 (defined in the sequel) of about 0.4 

for each bike-sharing station. 

    In this section, the results of the two best solutions 

are considered and compared to predict the number of 

available bikes at bike racks and to identify the features 

that could be the best predictors for the purpose. Thus, 

the techniques compared and reported in this paper are 

those that resulted to be the most effective. And in 

particular: Random Forest (RF) [14], Gradient 

Boosting Machine (GBM) [15] and the Auto-

Regressive Integrated Moving Average (e.g., 

ARIMA) as a representative of the traditional statistical 

approaches [16]. Those solutions have been applied  on 

the features presented in Table 1. 

3.1 Assessment metrics 

    The accuracy of the resulting models has been 

evaluated against different metrics. Thus, before 

presenting the results, the assessment metrics are 

presented in this subsection.  

The R-squared which is defined as: 

𝑅2 = 1 − (
∑ (𝑜𝑏𝑠𝑖 − 𝑝𝑟𝑒𝑑𝑖)2𝑛

𝑖=1

∑ (𝑜𝑏𝑠𝑖 − 𝑦)2𝑛
𝑖=1

) 

Where 

𝑦 =
1

𝑛
 ∑ 𝑜𝑏𝑠𝑖

𝑛

𝑖=1

 

The MASE (Mean Absolute Scaled Error) which is 

calculated as: 

𝑀𝐴𝑆𝐸 = 𝑚𝑒𝑎𝑛 (|𝑞𝑡|), 𝑡 = 1, … , 𝑛 

where 

𝑞𝑡 =
𝑜𝑏𝑠𝑡 − 𝑝𝑟𝑒𝑑𝑡

1
𝑛−1  ∑ |𝑛

𝑖=2 𝑜𝑏𝑠𝑖− 𝑜𝑏𝑠𝑖−1|

And 𝑜𝑏𝑠𝑡 = 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑡 , 𝑝𝑟𝑒𝑑𝑡 =
𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑡, 𝑛   is the number of the values 

predicted over all test sets (96 daily observations per 7 

days). The RMSE (Root Mean Square Error) calculated 

as: 

𝑅𝑀𝑆𝐸 = √
∑ (𝑜𝑏𝑠𝑖 − 𝑝𝑟𝑒𝑑𝑖)2𝑛

𝑖=1

𝑛

The MAE (Mean Absolute Error): 

𝑀𝐴𝐸 =
∑ |𝑜𝑏𝑠𝑖 − 𝑝𝑟𝑒𝑑𝑖|𝑛

𝑖=1

𝑛
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Among them, the MASE is clearly independent from 

the scale of the data. When MASE is used to compare 

predictive models, the best model is the one presenting 

the smaller MASE.  

3.2 ARIMA model 

    The ARIMA model has been executed as multi-step 

forward with updated iteration technique: the forecast 

was computed one hour in advance. The best ARIMA 

model has been identical for all the clusters and resulted 

to be a so called (1,1,2), respectively for p, d, q order in 

AutoArima. ARIMA model cannot be used for 

medium-long term forecasts due to the relevant errors 

produced. An approach to cope with this problem could 

be to apply the forecasting ARIMA technique as a 

multi-step forward to make 24-hour predictions (96 

time slots). In other words, to compute 24 forecasts (i.e., 

1 hour in advance per 24 times): the real observations 

recorded in that hour (four slots of 15 minutes) are 

inserted into the training set, and the prediction for the 

next hour is computed with the new information. 

Therefore, the model needs to be trained every hour, so 

that 24 times per day per 15/20 bike-sharing stations per 

city, which is computationally more expensive than the 

others. Moreover, this approach cannot be claimed as 

long-term prediction. Then, the training set is updated 

with the observations recorded in the predicted hour and 

a new forecast is executed for the next hour. Table 3 

shows the results for the ARIMA model for the main 

bike-sharing stations in the different clusters for short-

term prediction.  

Table 3: ARIMA multi-step forward (short term online 
predictions) with updated iteration results in terms of MASE 
and RMSE per station in Siena. 

ARIMA Model Results 

MASE RMSE Cluster city 

0.10 2.22 1 Pisa 

1.23 1.58 2 Siena 

0.52 1.15 3 Siena 

    For this reason, the solution has been discharged, 

despite the fact that for the ARIMA, the obtained 

accuracy in terms of MASE on the short-term is better 

than those obtained by machine learning techniques for 

long terms, as presented in Table 5. Please remind that, 

the goal was to find a computationally viable solution 

to make satisfactory long-term predictions in terms of 

precision for several different cases.  

The comparison of the needed processing time per each 

bike-sharing station, among the models considered 

above, is also relevant and it is reported in Table 6.  

3.3 Experimental Results via machine 

learning 

    In detail, for GBM a regression tree with a maximum 

depth of 9 was used as a basic learner and the total 

number of trees was increased to 500 while the 

minimum number of observations in each leaf was 

increased to 5. The learning rate has been set to 0.1. 

Note that, determining the optimal (hyperparameter) 

settings for the model is crucial for the bias-reduced 

assessment of a model’s predictive power. The choice 

of GBM parameters has been obtained by a 

hyperparameter tuning implementation. Different 

combinations of parameter values have been tried on 

the dataset (see Table 4).  

Table 4: Hyperparameter ranges and types for GBM 
model 

Hyperparameter Type Start End Default 

n.tree Integer 100 10000 100 

shrinkage Numeric 0.01 0.3 0.1 

interaction.depth Integer 3 10 1 

bag.fraction Numeric 0.1 1 0.5 

    The RF has been set with number of trees composing 

the forest equal to 500 and the candidate feature set 

equal to 1/3 of the number of the data set variables.  

    The result of RF and GBM machine learning 

solutions are compared in Table 5 with respect to the 

clusters, exploiting all the features presented in Table 2. 

The predictive models have been estimated on a 

training period of 7 months. MAE, MASE, RMSE and 

R2 measures have been estimated on a testing period of 

1 week after the 7th January 2020. This comparison has 

highlighted that both the approaches produce similar 

results. On the other hand, RF is more precise in most 

cases obtaining a better R2. The GBM approach 

achieved better results only in cluster 3, which presents 

almost stable trends (see Figure 1) and thus less critical 

cases since the risk to find the rack empty is low. 

Moreover, the values are not very far from those 

obtained by RF in the same cluster.  

Table 5: Machine Learning Models results and 
comparison for different clusters. In bold the best results 
for the comparison 

“Stazione FS” (cluster 1) RF GBM 

MAE 3.467 3.481 

MASE 0,600 0,603 

RMSE 4.136 4.296 

R2 0.989 0.820 

“Polo Marozotto” (cluster 2) RF GBM 

MAE 3.108 3.214 

MASE 1.209 1.250 

RMSE 3.605 3.764 

R2 0.985 0.763 

“due Ponti” (cluster 3) RF GBM 

MAE 1.632 1.529 

MASE 0,999 0,936 

RMSE 2.148 1,991 

R2 0,966 0,655 
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Figure 3: RF predicted values vs real in testing period for 
Cluster 1 reference bike rack. 

3.4 Computational Costs 

    Table 6 shows that almost all the approaches may 

produce predictions every hour for the next hour in a 

reasonable estimation time. On one hand, in order to 

produce satisfactory predictions, the ARIMA approach 

needs to re-compute the training every hour (even if the 

online training can be seen as an alternative it is also a 

computational cost). This is a quite expensive cost of 

about 30s for each bike-sharing station, due to the fact 

that the charging stations can be hundreds. On the other 

hand, machine learning models (i.e., GBM and RF) 

provide predictive models with 96 values in advance 

with quite satisfactory results, they produce better 

results with less effort with respect to ARIMA. GBM 

processing time is quite low and results in terms of error 

measure are better with respect to the RF. GBM model 

can be considered the best solution for a real-time 

application. 

Table 6: Forecasting Models comparison in terms of 
processing time 

Processing 

Time 

ARIMA RF GBM 

Average 

training time 

30.9 sec 410.3 sec 21.8 sec 

Training 

frequency 

1 time per 

hour 

1 time per 

day 

1 time per 

day 

Training 

period 

1 months 7 months 7 months 

Forecast 

window 

1 hour 1 day 1 day 

3.5 Feature Relevance 

    In Figure 4, the feature’s relevance [15] for the three 

clusters has been reported by considering RF and GBM. 

From the comparison it should be noted that both 

techniques present almost the same features in the first 

5 most relevant features.  

    The most important features are those related to the 

past values of the time series (available bikes), to Time, 

Day of the Week, weekend (yes or no), Day. The 

information regarding weather such as Air pressure, 

humidity and temperature are less relevant.  

(a) 

(b) 

Figure 4:  Feature relevance for the RF and GBM with 
respect to the clusters of bike racks. 

3.6 Feature Reduction 

    According to Table 2, the features are classified into 

three main groups: temporal, weather, and differential. 

In addition, it can be observed that the top 5 features are 

those belonging to the temporal category. In Table 7, 

the impact of reducing the feature space is reported, the 

case in which all features are considered has been 

already reported in Table 5.  

Table 7: Impact of feature reduction to precision of 
predictions in  the different clusters: C1, C2 and C3. 

RF GBM 

c1 c2 c3 c1 c2 c3 

Temporal 

MAE 4.36 3.85 4.22 3.93 4.27 1.85 

MASE 0.75 1.33 0.73 0.68 1.47 1.13 

RMSE 5.71 4.61 5.03 4.89 4.88 2.41 

R2 0.98 0.98 0.98 0.78 0.72 0.63 

Temporal 

+ Weather 

MAE 4.22 3.12 1.68 3.69 3.26 1.52 

MASE 0.73 1.18 1.03 0.64 1.22 0.93 

RMSE 5.03 3.6 2.19 4.38 3.84 1.96 

R2 0.98 0.98 0.96 0.81 0.76 0.65 

Temporal 

+ 

differential 

MAE 3.19 3.89 1.72 3.32 4.21 1.58 

MASE 0.55 1.35 1.05 0.57 1.47 0.97 

RMSE 3.87 4.50 2.31 4.19 4.88 2.08 

R2 0.98 0.98 0.96 0.79 0.73 0.65 

    It can be noted that the RF results to be the best 

ranked in terms of R2 with respect to GBM in all cases. 
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In addition, it can be observed a general improvement of 

performance with the increment of features, as usual in 

RF and GBM. The weather, as well as the differential 

features, may lead to gain about 1% in terms of MAE 

(the average MAE for RF is about 4.14 for Temporal 

only, and 3.01 for  Temporal + Weather, and 2.93 for 

Temporal + Differential). This analysis is providing 

some evidence that to compute all the features may 

increase the precision of a small amount at the expense 

of much higher computational costs. 

4. Conclusions

    In this paper, we proposed machine learning methods 

to predict the number of available bikes 24 hours in 

advance in any station of bike sharing systems.     The 

proposed methods use a model which takes high 

dimensional time-series data from the smart bike station 

and uses real-time and forecast weather information as 

input to perform the long-term prediction. ARIMA 

model cannot be used for long term forecasts (24 hours 

in advance) because the iterative forecasting model 

should be trained at least 24 times per day per several 

bike-sharing stations per city. To this aim, RF and GBM 

algorithms have been considered as alternative finding a 

satisfactory computationally viable solutions to make 

long-term predictions that produce satisfactory results 

in terms of precision. 

     In the models, we have considered several features, 

such as the Baseline-Historical data, the difference 

among actual values and previous observations, the 

Real-time weather and weather forecast. In almost all 

predictive models, the top 5 features are those 

belonging to the Baseline-Historical category according 

to the feature relevance analysis performed. Please note 

that, despite the different trends of the clusters, in all 

cases the identified features and model have been the 

same, thus demonstrating the validity of the derived 

results. Using all the features may increase the precision 

of the models of a small amount compared to reducing 

the feature space to the top 5 or including also the 

weather or the differential metrics. 

    The entire approach resulted to be very flexible and 

robust with respect of the sporadic lack of data samples. 

The predictive models can produce predictions 24 hours 

in advance via mobile Apps. The solution has been 

deployed as a feature of Smart City Mobile Apps in the 

Tuscany area to encourage sustainable mobility. 

https://play.google.com/store/apps/details?id=org.disit. 
toscana 
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