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Abstract

Spider diagrams represent sets, their cardinalities and,
sometimes, the specific individuals within those sets. They
are expressively equivalent to monadic first-order logic with
equality. Typically, diagrammatic logics with this level of
expressiveness are not equipped to directly express the ab-
sence of an individual from a set. Instead, individuals must
be asserted to be present and, thus, absent from the set’s
complement. The first time that absence could be directly
asserted was in Venn-i. Since then, it been shown that
in a related system called Venn-i° (a monadic first-order
logic without equality) the inclusion of absence informa-
tion can significantly reduce diagram clutter. In this paper,
we explore an extension of spider diagrams to include di-
rect representation of the absence of individuals from sets.
We identify necessary and sufficient conditions for satisfia-
bility, allowing us to define an inconsistency rule allowing
significant reductions in diagram clutter. Building on that,
we introduce sound inference rules specifically related to
spiders (which represent elements, individuals or their ab-
sence) that alter the levels of clutter in consistent diagrams.
In the context of these rules, we explore the implications
of including absence information for reducing clutter. In
particular, we show that the significant benefits, in terms of
clutter reduction, seen through the use of absence in Venn-i¢
do not manifest to such an extent in spider diagrams.

1. Introduction

The ability to negate statements plays a crucial role in all
logics. The notion of absence is closely related to that of
negation: a ¢ P (i.e. the individual a is not in the set P)
indicates, informally speaking, that the individual a is ab-
sent from P. Indeed, the importance of negation should not
be underestimated, “The capacity to negate is the capacity
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Figure 1. Asserting presence and absence.

to refuse, to contradict, to lie, to speak ironically, to dis-
tinguish truth from falsity — in short, the capacity to be hu-
man” [7]. In diagrams research, though, it has long been be-
lieved that diagrams are not well equipped to make negated
statements directly. Indeed, even simple statements like
a ¢ P cannot be made explicitly in most Euler diagram-
based logics, such as [10, 14, 18, 19]. Instead, these types
of diagrams tend to assert a € P (the complement of P).

There is an exception to this: Choudhury and
Chakraborty developed a diagrammatic logic named Venn-
i that allows a ¢ P to be directly expressed [4]. The
Venn-i logic builds on Shin’s Venn-I system [15], which ex-
ploits Peirce’s ®-sequences to indicate the non-emptiness
of sets [13]. Venn-i also uses i-sequences and i-sequences
to represent individuals and, respectively, their absence.
Choudhury and Chakraborty adopt a classical interpreta-
tion, meaning that the absence of an individual from one set
implies its presence in the complement'. An inspiration for
Choudhury’s and Chakraborty’s work came from the notion
of abhava (absence). Abhava, an important feature of an-
cient Indian knowledge systems, allocates a first class status
to the absence of individuals.

Examples can be seen in figure 1. The diagram d; di-
rectly expresses that a is in P, since the location of the
symbol a is outside the curve P. From this, we can deduce
that a is not in P, that is, a is absent from P. By contrast,

IA related system, developed by Bhattacharjee et al. focuses on a non-
classical interpretation of absence [2]. In that system, the absence of an
individual from one set does not imply its presence in the complement.
They devised a sound and complete set of inference rules which allow
diagrammatic proofs to be written when absence information is given.
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Figure 2. Clutter reduction.

the diagram d; directly expresses that a is absent from P by
placing @ inside P. Thus, the use of ~ depicts the absence of
individuals from a set. Whilst this example is sufficient to
illustrate the use of absence, it does not demonstrate the role
that absence can play in reducing diagram clutter. We ex-
plore this more fully later in the paper. For now, suppose we
want to express that a is absent from P N Q) N R. Referring
to figure 2, this is achieved indirectly by d3 which expresses
thata € PN Q N R (i.e. the complement of P N Q N R).
The diagram d, is semantically equivalent but instead ex-
presses the required statement, a ¢ P N Q N R, directly
using absence. The diagram dy is arguably less cluttered
than ds.

Clutter in Euler diagrams was studied by John et al. [12]:
they devised a theoretical measure of clutter. Algadah et
al. empirically found that increasing levels of clutter in Eu-
ler diagrams negatively impacts user task performance [1].
Whilst empirically studying concept diagrams [11] (which
extend Euler diagrams with syntax for individuals amongst
other things), Hou et al. found that the diagrams where peo-
ple had trouble performing tasks were those with the higher
levels of clutter [8, 9]. Hence, there is clearly a need to be
able to measure the level clutter in diagrams generally and
its impact on end-user task performance.

In previous work we, with Burton, demonstrated that ex-
plicitly representing the absence of individuals allows in-
formation to be presented in a less cluttered way [3]. This
was in an Euler diagram system, called Venn-i°, that incor-
porated ®-sequences, i-sequences (like the a-sequence in
ds3) and i-sequences (like @ in d4). We note here that, just
as in Venn-i, distinct i-sequences need not represent distinct
individuals. As such, Venn-i® is a monadic first-order logic
(without equality). An empirical evaluation suggested, for
Venn-i°, high levels of clutter arising from individuals is
detrimental to human cognition [16].

There are two key points: (a) rising levels of diagram
clutter negatively impacts human cognition and (b) repre-
senting absence directly in systems with the expressiveness
of monadic first-order logic (without equality) can bring re-
ductions in clutter. An obvious question arises: does the
inclusion of absence in more expressive systems still bring
with it possibility of reducing clutter to the same extent?
This paper helps us to understand clutter arising from spi-
ders (akin to sequences) in an extended version of spider

diagrams, which we call enhanced spider diagrams. This
increases the level of expressiveness, over which we can ex-
plore the role of absence, to monadic first-order logic with
equality. In particular, we make the following contributions:

e identify how to extend spider diagrams to include ab-
sence information (section 2).

e formalize the syntax and semantics of enhanced spider
diagrams (section 3),

e identify necessary and sufficient conditions for en-
hanced spider diagrams to be unsatisfiable (section 4),

e introduce inference rules for enhanced spider diagrams
that apply specifically to spiders (section 5),

e discuss how the inference rules can be used to alter
the level of clutter present in enhanced spider diagrams
(section 6), and

e draw comparison to the Venn-i® case in section 7.

We conclude and identify future work in section 8. This
paper directly extends [17].

2. Representing Absence in Spider Diagrams

We now proceed to, briefly, show how absence can be in-
corporated into spider diagrams [5], which typically include
existential spiders for denoting the existence of elements in
sets. In addition, they have been studied with the inclusion
of constant spiders [18] which, in this paper, we refer to
as positive spiders. These spiders represent the presence of
specific individuals in particular sets.

An example can be seen in figure 3. The spider diagram
ds expresses the following: (i) due to the spatial relation-
ships between the curves, R is disjoint from P and from
Q; (ii) due to the inclusion of two spiders, there are at least
two elements, one of which (denoted by the existential spi-
der comprising two nodes) is in P and the other of which
(denoted by the positive spider a) is the individual a and is
in the set P\@, and (iii) due to the shading, combined with
the existential spider, there is at most one element in P N Q).

The diagram dg augments ds with additional informa-
tion expressed by four negative spiders: (iv) the individual
b is not in P and the individual ¢ is not in R. Therefore,
from (iv), b is in the set P. An obvious question then arises:
should the individual b be necessarily different from the two
elements represented by the existential spider and the posi-
tive spider a? In our view, the most diagrammatic interpre-
tation is that b is not necessarily different. It seems natural
to say that two existential or positive spiders placed in a
common region represent distinct individuals since they are
represented by distinct syntactic devices. However, it does
not seem very diagrammatic for dg to force P to contain at
least three elements when we can see only two spiders in-
side P. This observation suggests that the diagram would
not be well-matched to its semantics [6] if we forced b to



denote the presence of an additional element in P. There-
fore, in our extension of spider diagrams to include absence
information directly, via negative spiders, we do not inter-
pret negative spiders as providing distinctness information
about individuals, unlike existential and positive spiders.

Figure 3. Incorporating absence.

3. Syntax and Semantics

Having introduced how absence can be incorporated into
spider diagrams, we now formally define the syntax and se-
mantics of the enhanced system. It is helpful for us to have
a countably infinite set of labels from which all labels used
on the curves in any diagram are drawn; we call this set
L. A zone is a pair, (in, out), where in and out are fi-
nite, disjoint subsets of £. Given L, the set of all zones is
denoted Z. In figure 3, each diagram has five zones, such
as the one inside both P and @ but outside R; this zone
is ({P,Q},{R}). We also have a countably infinite set of
constant symbols, denoted C, which are used as labels for
positive and negative spiders. So, in figure 3, spider labels
a, b and c appear. Using these predefined sets, we can now
formally define an enhanced spider diagram at the abstract
syntax level:

Definition 1. An enhanced spider diagram, d, is a tuple,
d=(L,Z,ShZ,ES, PS,NS,n,p) such that:

1. L is a finite set of labels chosen from L.

2. Z is a set of zones where (), L) € Z and for all
(in, out) in Z, in U out = L.

3. ShZ is a subset of Z whose elements are called shaded
zones.

4. ES, PS, NS are finite pairwise disjoint sets whose el-
ements are called existential spiders, positive spiders,
and negative spiders respectively.

5. n: ESU PS U NS — PZ\{0} returns the location of
each spider.

6. p: PSUNS — C returns the label of each positive and
negative spider.

We further define S(d) = ES U PS U NS 1o be the set of
spiders in d.

In figure 3, dg has the following abstract syntax:

1. label set L = {P, Q, R},

2. zone set Z = {({P}7 {Q,R}), ({Q}7 {P7 R}),
({P,Q}, {R}), (R}, {P,Q}), (0.{P,Q, R})},
shaded zone set ShZ = {({P, Q},{R})},

4. existential spider set ES = {01}, positive spider
set PS = {o,}, and negative spider set NS =
{0b,1,00,2,00,3,0c},

5. spider locations given by

et

n(o1) = {({PHL{Q, R}, {P, QL {R}D},
n(ea) = {({P}.{Q,R}),

n(ov1) = {({Q}{P.R})},

n(ov2) = {0.A{P,Q,R})},

n(oes) = {({R}L{P.Q})},
n(oe) {{Rr} AP, Q1Y

and

6. the labels of the positive and negative spiders are given
by p(0a) = a, p(ov,1) = p(ov2) = p(os3) = b, and
ploc) = c.

We now proceed to define some useful syntactic notions.
For example, in figure 3, the zone ({ P, R}, {Q}) is missing
from dg (and ds). Since dg is taken to assert that R is dis-
joint from both P and Q, the set P N RN Q represented by
this zone must be empty.

Definition 2. Letd = (L, Z, ShZ, ES, PS,NS,n, p) be an
enhanced spider diagram. The missing zones of d are ele-
ments of

MZ(d) = {(in, out) € Z : inU out = L}\Z.
So, dg has three missing zones, giving

MZ(ds) = {({P, R}, {Q}), {Q, R}, {P}), {P,Q, R}, 0)}.

Missing zones need not be the only zones that represent
empty sets. In particular, shading placed in zones enforces
an upper bound on set cardinality: in a shaded region, all
elements must be represented by existential or positive spi-
ders. So, a shaded region containing no part of any such
spider represents the empty set. There are no necessarily
empty zones in dg but, in figure 4, the diagram d; only con-
tains empty zones (all zones are shaded and there are no
existential or positive spiders).

Definition 3. Let d = (L, Z, ShZ, ES, PS, NS,n, p) be an
enhanced spider diagram. The empty zones of d are ele-
ments of

EZ(d)={z¢€ ShZ :NYo € ESUPS z¢&n(o)}.

It is also useful to identify zones that represent sets in
which an individual cannot lie, due to the information pro-
vided by negative spiders. For instance, in dg of figure 3,
b is not in (the sets represented by) the three zones which
contain b.



Definition 4. Letd = (L, Z, ShZ, ES, PS,NS,n, p) be an
enhanced spider diagram. Let c be a constant from C. The
negative zones for c in d are elements of NZ(c, d) where

NZ(c,d)={z€ Z:3c € NS n(o)={z}Ap(c) =c}.
So, in dg, we have:
e no negative zone for a: NZ(a,ds) = 0,

e three negative zones for b since there are
three bs placed in single zones: NZ(b,dg) =

{{@}.{P,R}), (0.{P,Q, R}), {P},{P,Q})} and

e one negative zone for c, since there is one ¢ placed in
a single zone: NZ(c,ds) = {({R},{P,Q})}.

e

Figure 4. Inconsistency and clutter.

Our attention now turns to semantics. As is standard,
we interpret the curve labels as subset of some (non-empty)
universal set and constant symbols as elements.

Definition 5. An interpretation, I, is a triple, T =
(U, v, V), such that

1. U is a non-empty set, called the universal set,
2. ¥:C — U maps constants to elements in U, and
3. U: L — PU maps curve labels to subsets of U.

The function VU is extended to interpret zones and sets of
zones (regions) as follows: for each zone, (in, out),

V(=)= () e)n () O\e)

l€in l€out

and for each region, v, ¥(r) = |J ¥(z).
zer

Given an interpretation, it can either agree with the in-
tended intuitive meaning of a diagram or not. For instance,
in figure 3, any interpretation where W(P) N W(R) # 0
does not agree with the intended intuitive meaning of dg:
because the curves P and R do not overlap, dg tells us that
U(P) N U(R) = (. The semantics of diagrams are given
by the set of interpretations that match our expectations of
what the diagram expresses. We therefore give precise con-
ditions under which an interpretation satisfies an enhanced
spider diagram; satisfying interpretations are called models.

Definition 6. Ler d = (L,Z,ShZ,ES,PS,NS,n,p) be
an enhanced spider diagram and let T = (U,v, V) be
an interpretation. Then T is a model for d provided there
exists a function, ': ES U PS U NS — U, where, for
each positive and negative spider, o, in PS U NS we have
Y'(o) =1 (p(c)) and the following conditions hold.

1. Missing Zones Condition: missing zones represent
empty sets, that is for all z € MZ(d), ¥(z) = 0.

2. Shaded Zones Condition: shaded zones represent sets
containing only elements represented by existential or
positive spiders, that is for all z € ShZ,

U(z) C {¢'(0):0 € ESUPS}.

3. Spider Distinctness Condition no two existential or
positive spiders represent the same element, that is for
all o1 and o9 in ES U PS,

1/)/(0'1) = 1/1/(0'2) = 01 = 09.

4. Existential Spiders Condition each existential spider
represents an element in the region in which it is
placed, that is for all o in ES, ¢/ (0) € ¥(n(0)).

5. Positive Spiders Condition each positive spider repre-
sents an element in the region in which it is placed, that
is for all o in PS, /(o) € ¥(n(0)).

6. Negative Spiders Condition each negative spider rep-
resents an element that is not some zone in the region
in which it is placed, that is for all o in NS, there exists

z inn(o) where ¢/’ (o) & ¥(z).

Such a function 1’ that makes the above conditions true for
d is called valid. If T models d then T satisfies d. Diagrams
with no models are unsatisfiable.

The interpretation with U = {1,2,3,4}, ¥(a) = 1,
Bb) = 2, ble) = 3, W(P) = {1,2}, W(Q) = {2,3)
and ¥(R) = {4} is a model for dg. However, if instead
U(Q) = {1,2,3} then the resulting interpretation fails to
model dg; for instance, ¥(a) = 1 but, since the positive
spider labelled a is in the zone ({ P}, {Q, R}) and we have

U(PHAQ RY) = W(P)Nn(U\T(Q)) N (U\Y(R))
- 0,

the positive spiders condition fails under any ¢’ that agrees
with ).

One important, yet straightforward to verify, insight is
that distinct zones in a diagram represent disjoint sets. In
essence, given two such zones (iny, outy) and (ins, outs),
we know that inq U outy = ing U outq. Therefore, there is
alabel, [ say in in1 N outs or in ing N outy. So one zone is
a subset of W(/) and the other is a subset of U\ ¥(!). This
leads us to lemma 1:



Lemma 1. Let d = (L,Z,ShZ,ES, PS, NS, n,p) be an
enhanced spider diagram. In all models, I = (U, v, ¥), for
d,

\I/(Zl) N \IJ(ZQ)

for all zones z1 and z5 in Z\U MZ. That is, distinct zones in
d or which are missing from d represent disjoint sets.

We now present two results relating to, respectively,
empty zones and negative zones. Firstly, we establish that
empty zones represent empty sets in models:

Lemma 2. Let d = (L,Z,ShZ,ES, PS,NS,n,p) be an
enhanced spider diagram. In all models, I = (U, v, ¥), for
d, W(EZ(d)) = 0.

Proof. Suppose I = (U,4, V) is a model for d. Let z €
EZ(d). We show ¥(z) = . Since I is a model for d, there
exists a valid ¢": ES U PS U NS — U for d. Choose such
a1)’. Since z is in EZ(d) we know that z is shaded. So, by
the shaded zones condition,

U(z) C{¢'(0): 0 € ESUPS}.

Let o be an existential or positive spider in d, so o € ES U
PS. Then, by the existential and positive spiders conditions
for d we know

¥’ (o) € ¥(n(0)).
Now, since z is in EZ(d), we know that z ¢ n(c). Since
distinct zones in d represent disjoint sets (lemma 1), we de-
duce that
U(z)N¥(n(o)) = 0.

Therefore,
V(o) ¢ ¥(2).
Since o was an arbitrary existential or positive spider and
the shaded zones condition holds (i.e. ¥(z) only contains
elements represented by existential or positive spiders), we
deduce that
U(z) = 0.

Hence ¥(EZ(d)) = () as required. O

Secondly, we show that, for any given spider label, c,
its associated negative zones do not contain the individual
represented by c. For instance, in d¢ we already saw that
NZ(b,dg) includes ({Q},{P, R}). This zone is the loca-
tion for a negative spider, o, 1, labelled b, that is 1(op.1) =
{{@},{P, R})}. In any model for dg, the negative spiders
condition tells us that ¥’ (b) = ¥(b) & ¥({Q},{P, R}).
Importantly, the negative zones arise precisely from the neg-
ative spiders whose locations are single zones, from which
the proof of the following lemma readily follows:

Lemma 3. Let d = (L,Z,ShZ,ES, PS,NS,n,p) be an
enhanced spider diagram. In all models, I = (U, ¢, V), for
d, for all ¢ € C, it is the case that ¥(c) € V(NZ(c,d)).

Proof. Suppose I = (U,v, ¥) is a model for d and let ¢ €
C. If NZ(c,d) = 0 then ¥(NZ(c,d)) = () and we have
P(c) & U(NZ(c,d)). Alternatively, let z € NZ(c,d). We
show v(c) ¢ ¥(z). Since I is a model for d, there exists
a valid ¢': ES U PS U NS — U for d. Choose such a
¥'. Now, since z € NZ(c,d), we know that there exists
a negative spider, o, in d with label ¢ (i.e. p(o) = ¢) and
whose location is z (i.e. (o) = {z}). By the negative
spiders condition for d, we know that

V(o) ¢ U(2),
as required. Hence ¢(c) € U(NZ(c,d)). O

Thus, the definitions of empty zones and negative zones
have the expected properties in models. One further result
will be useful to us, which establishes that in a model for
diagram, d, each element in the universal set, U, must lie in
some zone in d.

Lemma 4. Let d = (L,Z,ShZ,ES, PS,NS,n,p) be an
enhanced spider diagram. In all models, I = (U, ¢, V), for
d,

2€Z
4 Inconsistency and Satisfiability

A key motivation for this work is to explore the role of
absence in clutter reduction. We begin by observing that
every unsatisfiable diagram is semantically equivalent to a
diagram containing no spiders. For example, in figure 4, d7
is inconsistent: every interpretation has a non-empty uni-
versal set yet, since dy is entirely shaded and contains no
spiders, the shading and missing zones conditions can never
both be satisfied (a non-empty universal set implies at least
one zone represents a non-empty set). The diagram dg is
also unsatisfiable, for any one of the following reasons:

1. There are two positive spiders both with the same la-
bel, a, meaning that the spider distinctness condition
can never hold.

2. The negative b spiders together imply that b must lie
in P N Q N R, yet this region is entirely shaded and
contains no part of an existential or positive spider.
Therefore, dg implies two contradictory statements:
bePNQ@NRand PNQNR=0.

3. The negative ¢ spiders tell us that ¢ cannot lie in PNQN
Rorin QN PN R, yet the positive spider c expresses
ce (PNQNR)U(QNPNR). Clearly both these
assertions cannot be true at the same time.

Since dg is inconsistent, it is semantically equivalent to d~,
which is visually less cluttered. Since every inconsistent
diagram is semantically equivalent to a diagram that is en-
tirely shaded and contains no spiders, identifying necessary



and sufficient conditions for unsatisfiability provides some
insight into how negative spiders can lead to clutter reduc-
tion.

One important feature of the last example was that it was
not possible to find zones that represent sets containing cer-
tain individuals. For instance, there was no zone for the in-
dividual ¢ since it was taken to be present in ({ P}, {Q, R})
or ({@Q},{P, R}) yet absent from both ({P},{Q, R}) and
({@Q},{P, R}). For a diagram to be satisfiable, for each
constant, ¢;, we must be able to select a zone that, in
some model, represents a set containing the individual rep-
resented by c;.

Definition 7. Let d = (L, Z, ShZ, ES, PS, NS,n, p) be an
enhanced spider diagram. A zone selection function for d
is a mapping, f: ES U PS U NS — Z which ensures the
following hold:

1. the zone selected for each existential and positive spi-
der is one of the zones in its location: for all o €
ES U PS, f(o) € n(o),

2. the zone selected for a negative spider cannot be a
negative zone for its label: for all o € NS, f(o) ¢
NZ(p(o),d) and

3. if a shaded zone is selected for a negative spider then
it must also be selected for an existential or positive
spider: for all o € NS, if f(o) € ShZ then there
exists o' € ES U PS such that f(o') = f(0), and

4. spiders with the same label have the same zone se-
lected: for all 01,09 in PS U NS if p(o1) = p(02)
then f(o1) = f(02).

The zone selection function identifies, for each spider,
a specific zone in the diagram, d. Any given zone selec-
tion function can be used to define a model for d, where the
individuals represented by the spiders are in the sets repre-
sented by the selected zones. For the purposes of intuition,
we consider each of the conditions of definition 7. Condi-
tion 1 arises from the need for each existential and positive
spider to represent an element in (the set represented by)
one of the zones of its location. Condition 2 captures the
fact that negative zones cannot contain, in a model for d,
the individual represented by p(c). Condition 3 considers
the interaction between negative spiders and shading. The
zone selected for a negative spider, if shaded, cannot repre-
sent the empty set in a model. This is enforced by the re-
quirement that some existential or positive spider has been
assigned to that shaded zone. The last condition requires the
same zone to be selected for spiders with a common label
because such spiders represent the same individual.

Using dg in figure 3 as an example, adopting the previ-
ously given abstract syntax, we can define

fle) = {({P.Q}{R}H},
f(aa) = {({P}7{Q7R})}7

flova) = {({P.Q},{R}}
flove) = {({P,Q}, {R})}
flovs) = {({PQ},{RD},
floe) {({P,Q}, {R})}.

Under this zone selection function, a model can be gen-
erated for dg where b and c represent the same individual
and that individual is in the set represented by the zone
{({P,Q},{R})}. Under any valid ¢’ that respects f, this
individual is also represented by o, due to the presence of
shading.

We are now in a position to define the notion of
(in)consistency:

Definition 8. Lerd = (L, Z, ShZ, ES, PS, NS, n, p) be an
enhanced spider diagram. Whenever the following condi-
tions all hold d is consistent:

1. If all of the zones in Z are shaded then there is at least
one existential or positive spider.

2. No two positive spiders have the same label, that is,
the function p is injective when its domain is restricted
to PS.

3. There exists a zone selection function, f, for d.

If d is not consistent then d is inconsistent.

So, dg in figure 3 is consistent whereas d; and dg in fig-
ure 4 are inconsistent.

In order to prove that a consistent diagram, d is satisfi-
able, our approach is to construct an interpretation that is
a model for d. To do so, we make use of a foot selection
function, which we know exists since d is consistent. The
first part of this task is to construct a suitable universal set.
Now, for each existential spider and positive spider in d, we
require the existence of a distinct element in U. So, our
strategy is to include all of the existential spiders and the
positive spiders in U. However, this alone does not ensure
enough elements will be in U for all of the spiders. In partic-
ular, negative spiders may require the existence of elements
in non-shaded zones where there is no element arising from
an existential or positive spider. Thus, our universal set will
also include, as elements, all of the non-shaded zones. In
fact, we will establish that this provides sufficient elements
inU.

Once U is constructed, we must build a suitable mapping
from constant symbols to elements in U. For the constants
that are used to label positive spiders this is straightforward:
we map the label to the (unique) positive spider in d (and,
thus, in U) with that label. Things are less straightforward
for a constant, c, that does not label a positive spider but
does appear on one or more negative spiders. As indicated
above, if the selected zone for such spiders is non-shaded
then we simply map the associated constant symbol to that



zone. What, then, if the selected zone is shaded? Here, we
focus on the third requirement of a foot selection function:
if a shaded zone is selected for a negative spider then it must
also be selected for a positive or existential spider. This
requirement arises since, in shaded zones, all elements must
be represented by existential or positive spiders. So, to map
a constant symbol, ¢, appearing in d on negative spiders
only, whose selected zone is shaded, we must choose one
of these elements of U (i.e an existential or positive spider
with the same selected zone) to be the interpretation of c.
Our next definition allows us to pair such negative spiders
with existential or positive spiders:

Definition 9. Let d = (L,Z,ShZ,ES,PS,NS,n,p) be
a consistent enhanced spider diagram with foot selection
function f. A selected negative spider mapping for d given
f is a function, s: NS' — ES U PS which ensures

s(o) =o' = f(o) = f(o)

where

NS" = {0 € NS : =30’ € PSp(c) = p(c")\f(o) € ShZ}.

Lemma 5. Let d = (L,Z,ShZ,ES, PS,NS,n,p) be
a consistent enhanced spider diagram with foot selection
function f. Then d, given f, has a selected negative spider

mapping.

Proof Sketch. The proof follows trivially from condition 3
of definition 7. O

Definition 10. Let d = (L, Z,ShZ, ES, PS, NS, n, p) be
a consistent enhanced spider diagram with a zone selec-
tion function, f, and selected negative spider mapping, s. A
standard interpretation, I = (U, 1, V), for d given f and s
is defined as follows.

1. the universal set comprises the non-shaded zones, the
existential spiders and the positive spiders:

U= (Z\ShZ)U ES U PS
2. ¢:C — U is defined as follows, where w is an arbitrary
element in U:

o when o is in PS with p(o) = ¢
f(o) o isin NS, no positive spider has

s(o) oisin NS' with p(o) = ¢
] otherwise.

3. U: L — PU is defined as follows:

U(l) = {oe€U\Z: f(o)=(in,out) Nl € in} U

{(in,out) eUNZ :1 € in}.

label ¢, p(0) = cand f(o) € Z\ShZ

Lemma 6. Let d = (L,Z,ShZ,ES, PS,NS,n,p) be a
consistent enhanced spider diagram with a zone selection
Sfunction, f, and selected negative spider mapping, s. Let
I = (U,¢, V) be a standard interpretation for d given f
and s. Let z € Z U MZ. Then

U(z) = {o € U\Z: f(o) = 2} U (U N {z}).

Theorem 1. Let d = (L, Z,ShZ,ES,PS,NS,n,p) be a
consistent enhanced spider diagram with a zone selection
Sfunction, f, and selected negative spider mapping, s. Let
I = (U,¢, V) be a standard interpretation for d given f
and s. Then I is a model for d.

Proof. We start by showing that U is not empty, since this
is a requirement for I to be an interpretation. Trivially, if
there is a non-shaded zone then U is non-empty. Else, all
zones are shaded. Since d is consistent, this implies that
there is at least one existential or positive spider in d. By
construction, such a spider is in U. In both cases, U is non-
empty as required.

We now show that the conditions for U to be a model for
d are met. We start by defining a function

W:ESUPSUNS — U

by
o ifo € ESUPS
o’ if o € NS and
V(o) = there is a ¢’ in PS where p(c) = p(o’)
9= f(o) o isin NS, no positive spider has

label p(c), and f(o) € Z\ShZ
s(o) oisin NS’

Next, we show that ¢/’ is valid. Firstly, consider the missing
zones condition. Let z be a missing zone. By lemma 6, we
know that

U(z) ={c€U\Z: f(o) =2z} U(UnN{z}).
Since z is missing, z is not in U, so
U(z)={oc€U\Z: f(o) = z}.

But the zone selection function, f, has codomain Z, so no
spider maps to z under f. Therefore U(z) = () as required.
Hence the missing zones condition holds.

Next we consider the shaded zones condition. Let z be a
shaded zone. By lemma 6, we know that

U(z)={c€U\Z: f(o)=2tU(UnN{z}).
Since z is shaded, z is not in U, so

U(z)={ceU\Z: f(o) =z}



From this it follows that
U(z) C ESUPS

and, noting that v/’ maps existential and positive spiders to
themselves (i.e. over the restricted domain ES U PS, ¢ is
the identity function) we have

U(z) C{y'(0):0€ ESUPS}

as required. Hence the shaded zones condition holds.

For the spider distinctness condition, we note that ¢’ is
injective when its domain is restricted to ES U PS. Hence
the spider distinctness condition holds. There are three re-
maining conditions to verify, all related to spiders. Let o be
an existential spider. Consider ¥ (f(o)). We know

U(f(0)) ={o" € U\Z: f(0') = f(o)} U (UN{f(0)})

by lemma 6. Clearly, o is in ¥(f (o)) and, since o = ¢'(0),
it follows that

V(o) € ¥(f()).

Moreover, since f is a zone selection function, f(o) is in
n(o). We deduce that

V(o) € ¥(f (o)) € ¥(n(0)).

Therefore the existential spiders condition holds. The posi-
tive spiders condition similarly holds.

All that remains is to show that the negative spiders con-
dition holds. Let o be a negative spider. If (o) contains
at least two zones then the negative spiders condition triv-
ially holds: v’(o) can be in at most one of the sets repre-
sented by the two or more zones. We can assume, then, in
what follows that |n(c)| = 1. There are three cases to con-
sider. In all cases, we aim to show that 1)’ (o) &€ ¥(z) where

n(o) = {z}.

Case (1): 0 € NS and there is a ¢’ in PS where
p(o) = p(d’). Here, ¢'(c) = 9'(¢’) by definition
and, by the reasoning above we know that

¥'(0) = (o) € U(f(0")).

Moreover, since f is a foot selection function and
p(c) = p(c’) we also know that f(o) = f(¢’). Thus,

P'(o) =4'(0") € ¥(f(0")) = ¥(f(0)).

Since n(o) contains a single zone, z, by assumption,
it follows that z € NZ(p(c),d). Again, since f is a
zone selection function, we see that

f(o) & NZ(p(o),d)

and we can deduce that f(o) # z. Hence f(o) &
n(o), so ' (o) & ¥(n(o)) as required.

Case (2): o is in NS, no positive spider has label p(o),
and f(o) € Z\ShZ. In this case, ¢'(c) = f(0), by
definition. We know, by lemma 6, that

U(f(0)) ={o" € U\Z: f(0') = f(o)}U(UN{f(o)}).

Since U includes all non-shaded zones, and f(o) is
such a zone, we see that

V(o) = flo) € ¥(f(0))

As f is a foot selection function, f(o) is not in
NZ(p(0),d)). Moreover, because 7(o) contains only
one zone, z, (by assumption), we know that z is in
NZ(p(o),d)). Now, since distinct zones in d repre-
sent disjoint sets, we have

V(o) ¢ U(z) = ¥(n(o))
as required.

Case (3): o isin NS'. Here, we use the fact that s(o) =
o', for some ¢’ in ES U PS, where f(o) = f(c). We
already saw that

W'(0") € ¥(f(o) = ¥ (f(0)).

Now, ¢'(c’) = ¢, by construction, and ¢’(c) = o¢’,
)

V(o) € ¥(f(0)).

Again, as the location, 7(o’), contains a single zone and
f (o) is not a negative zone for p(c) in d, it follows that

V(o) & ¥(n(o)).

Hence, in all cases the negative spiders condition holds and
we have shown that I is a model for d. O

We can now state and prove the main result of this sec-
tion:

Theorem 2. Let d = (L, Z, ShZ, ES, PS,NS,n, p) be an
enhanced spider diagram. Then d is consistent if and only
if d is satisfiable.

Proof. For the first part of the proof, assume d is consistent.
Then, by theorem 1, a standard model satisfies d. Hence, d
is satisfiable.

For the converse, assume that d is satisfiable. We must
show that d is consistent. Let I = (U, v, ¥) be a model for
d and assume ¢’: ES U PS U NS — U is a valid mapping
of spiders to universal set elements. We now consider three
cases, relating to the conditions for d to be consistent.

Firstly, then, assume that d is entirely shaded. Our task
is to show that d contains an existential or positive spider.
Since I is an interpretation, U is not empty. Let e be an



element of U. Then there is some zone, z, in d where ¢ €
U(z), by lemma 4. By assumption, z is shaded so

U(z) C{y(o):0 € ESUPS}
by the shaded zones condition. Therefore
e€{Y(o):0€ ESUPS}

from which it trivially follows that there is a spider in ES
or PS as required.

Secondly, we must show that no two positive spiders
have the same label. Suppose there are two positive spiders,
o1 and o9, with the same label. By the spider distinctness
condition, we know that

Y'(o1) # ¢’ (02).

But since ¢’ is valid, we also know that

¥ (01) = 9(p(o1)) = (p(o2)) = ¥'(02)

which is a contradiction. Hence no two positive spiders
have the same label.

Lastly, we must show that there is a zone selection func-
tion for d. We construct f: ES U PS U NS — Z and show
that f is such a function. Consider, for each spider, o, in
ES U PS U NS, ¢/(c). Since ¥'(o) is in U, we know,
by lemma 4 and since distinct zones in d represent disjoint
sets, there is a unique zone, z, such that ¢)'(o) € ¥(z). We
define, for each o in ES U PS U NS,

flo)==z

where ¢/ (o) € U(z) and z € Z. We must now verify that
f satisfies the four conditions required of a zone selection
function.

1. We must show that the zone selected for each existen-
tial and positive spider, o, is a zone in its location, that
is f(o) € n(o). By definition, f(o) is the zone whose
interpretation under ¥ contains ¢’(c). By the exis-
tential and positive spiders conditions, we know that
Y’ (o) € ¥(n(o)). So, we have both

V(o) €
V(o) €

Since distinct zones in d represent disjoint sets, it fol-
lows that f(o) € n(o) as required.

2. Now we must show that the zone, f(c), selected for a
negative spider, o is notin NZ(p(o),d). Let o1,..., oy
be all of the negative spiders in d with the same label
as 0. Then we know that ¢’ (1) = ... = ¢/(o,,), so all
of these spiders have the same zone, z, selected under

f. For each spider, either z is not in it’s location or, by
the negative spiders condition, there is another zone in
n(z). For z to be a negative zone for o, it would have to
be the case that 2 is the only zone in the location of one
01, ..., OF 0,. As we have just seen, this is not the case,
so z is not negative for o. Thatis f(0) € NZ(p(0),d),
as required.

3. Suppose that a shaded zone is selected by f for some
negative spider, c. We must show that f(o) is also
selected for some existential or positive spider. By the
shaded zones condition,

U(f(o)) C{y'(0'): 0" € ESUPS}.
Moreover, by the definition of f, ¢)'(0) € ¥(f(0)), so
YP'(o) € {¢' (') : 0’ € ESU PS}.

Choose ¢’ in ESU PS such that ¢’ () = ¢’(0”). Then
Y'(0’) € ¥(f(o)) and, since distinct zones in d rep-
resent disjoint sets, we deduce that f(o’) = f(0), as
required.

4. Lastly, we show that if two positive or negative spiders,
o1 and o2, have the same label then they have the same
zone selected. Trivially,

V' (01) =Y’ (02)

in other words o7 and o2 represent the same element.
Therefore, both o1 and o5 represent an element in the
set denoted by some zone z. Thus f(o1) = f(o2) = 2
as required.

Hence all four conditions are met by f and we deduce that
f is a zone selection function. Therefore d is consistent.
Thus, d is consistent if and only if d is satisfiable. O

To conclude this section, we add an inference rule for
inconsistency:

Inference Rule 1 (Inconsistency). Let d =
(L,Z,ShZ,ES,PS,NS,n,p) be an inconsistent en-
hanced spider diagram. Let d' be any enhanced spider
diagram. Then d may be replaced by d'.

S Inference Rules for Spiders

The goal of this section is to introduce inference rules
that can later be used to reduce clutter in enhanced spider
diagrams. These inference rules focus on spiders only. It is
therefore helpful to introduce transformations on diagrams
that remove and add spiders. In what follows we use | to
indicate a domain restriction.



Transformation 1. Letd = (L, Z, ShZ, ES, PS, NS,n, p)
be an enhanced spider diagram. Let o be a spider in S(d).
We define a spider removal operation on d:

d—o=(L,Z,ShZ,ES\{c}, PS\{c}, NS\{co},7,p)

where /' = 1|\ (o}, and p’ = p|(psuns)\{o}-

B R B R
D0 0
d—o

Figure 5. Removing a spider.

For example, in figure 5, the existential spider, o, is re-
moved from d to give d — ¢. This removal transforma-
tion only needs to ‘know’ which spider to remove. How-
ever, when adding a spider, we need to know the location in
which it is to be placed and, if it is positive or negative, its
label must be supplied. Figure 6 shows three applications of
the spider addition transformation. In each case, a spider is
added to the region r = {({P},{Q, R}), (0,{P,Q,R})}.
In the first case, the existential spider o, is added. In the
second and third cases, a positive and, respectively, nega-
tive spider (o, and og resp.) is added with the label a.

B R
@I
d+,(oe,T)

a

by R
EG

d+,(0a;s7, Q)

& )

d+,(og, 1 a)

/l\

Figure 6. Adding spiders.

Transformation 2. Letd = (L, Z, ShZ, ES, PS, NS, 7, p)
be an enhanced spider diagram. Let o be an element that
is not in S(d) (i.e. a fresh spider), let ¢ be a constant in C,
and let v be a subset of Z. We define three spider addition
operations on d:

1. d+. (0,r) = (L,Z.ShZ,ES U {o}, PS, NS, U
{(o,m)}, p)

2. d—|—p (o,r,¢) = (L, Z,ShZ,ES,PS U {o}, NS,nU
{(o,m)}, PU{(U )})

3. d—i—n (o,r,¢) = (L, Z,ShZ,ES,PS,NS U {c},nU
{(o, )}, PU{(@C)})-

These transformations will now be used to define infer-
ence rules that delete spiders, shrink spiders, and swap spi-
ders; we do not provide rules for adding spiders since such
a transformation increases visual clutter and our focus is
on reducing clutter. Importantly, all these rules are equiv-
alences: the diagram to which the rule is applied has the
same models as the resulting diagram. The fact that the
rules are equivalences means we can explore different rep-
resentations of information using different types of spider.
In addition, the rules are only defined for consistent dia-
grams; when applied to inconsistent diagrams they need not
be equivalences. In section 6 we will discuss the impact of
negative spiders on clutter reduction.

Firstly we introduce three inference rules that allow spi-
ders to be deleted. Clearly, deleting spiders allows clutter
to be reduced. We start by observing that, in any diagram
d, and for constant, c, in C, the individual represented by
¢ lies in the set represented by Z\EZ. Moreover, the in-
dividual cannot lie in the set represented by NZ(c,d), so
we can make the stronger assertion that the individual lies
in the set represented by (Z\EZ)\NZ(c,d). We use this
insight in the first rule, which focuses on existential spiders
and exploits absence information.

For example, in figure 7, the existential spider, o, in the
zone (0, { P,@Q}) can be deleted. It is the only spider in this
non-shaded location and, moreover, the negative zones for ¢
are precisely all of the zones except (), { P, Q}). Therefore,
on deleting o the information that (@, { P, Q}) does not rep-
resent the empty set, which is directly asserted by o, can be
deduced from the three negative spiders labelled c. Neither
of the other two existential spiders can be deleted. Deleting
the existential spider in the shaded zone ({ P}, {@}) would
not be sound: in models for d, this zone contains exactly
two elements, deleting this spider results in a diagram in
which all models require this zone to contain just one ele-
ment. The other existential spider, which is placed in two
zones, tells us that there is some element in the respective
set that is different from the individual b. Thus, deleting this
other existential spider, whilst sound, weakens information
and does not result in a semantically equivalent diagram.

Inference Rule 2 (Delete Existential Spider). Let d =
(L,Z,ShZ,ES,PS,NS,n,p) be a consistent enhanced
spider diagram. Let o be an existential spider in d. If

1. there are no other existential or positive spiders in d,
whose location overlaps with o’s, that is for all o' in
(ESUPS)\{o}, n(e) Nn(o’) =0,
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Figure 7. Delete existential spider.

2. o’s location does not include shaded zones, that is
n(o) N ShZ =0,

and
3. some constant, ¢, must represent an individual in the
set denoted by n(c), that is

(Z\EZ)\NZ(c,d) C (o).
then d may be replaced by d — o.

Lemma 7. Delete existential spider is sound and results in
a semantically equivalent diagram.

Proof. Suppose we delete existential spider o from d to give
d — o. Itis trivial to show that d semantically entails d — o,
in part since the location of o does not include any shaded
zones. Therefore, we focus on the converse: d — o semanti-
cally entails d. Let I = (U, ¥, ¥) be a model for d — o with
valid ¢": (ES\{o}) U PS U NS — U. We show that I is a
model for d. Our strategy is as follows:

1. show ¥(n(o)) # 0,

2. choose e € ¥(n(o)) and extend ¢’ to ¢’ where
Y" (o) = e, and

3. show v is valid for d.

Firstly, then, we show show ¥(n(c)) # 0. Consider the
constant, ¢, that ensures

(Z\EZ)\NZ(c,d) € n(o).

We know that ¢(c) is an element of U and, by lemma 4,
P(c) € ¥(z) for some z € Z. Moreover, by lemma 2, z
is not in EZ(d). Thus far, we know that z is in Z\ EZ. By
lemma 3 we further know that ¢ (c) is not in U(NZ(c, d)).
Since distinct zones represent disjoint sets, we deduce that
zisnot in NZ(c,d). Hence,

z € (Z\EZ)\NZ(c,d) € n(0)

P(c) € ¥(z) C U(n(0)).
It follows that ¥(n(o)) # 0.

Choose e € ¥(n(o)) and define ©»": ESUPSUNS — U

by
! ! : !
ne | W) ifod’#o
Wie) = { e otherwise.

We show )"’ is valid for d, but first we consider the miss-
ing zones condition. Trivially, this holds for d in [ as it is
identical for d and d — o. Consider now the shaded zones
condition. Let z be a shaded zone in d. Then z is shaded in
d — 0. By the shaded zones condition for d — o we know

U(z) C{y'(0'): 0" € (ES\{o}) U PS}.
Therefore
U(z) C {¢"(0"): o' € ES U PS}

as required. Hence the shaded zones condition holds for d.

For the spider distinctness condition, let o; and o5 be
distinct existential or positive spiders in d. If both of them
are in d — o then we know ¢’(01) # 9’ (o2) implying that
V" (01) # ¢"(02). Assume without loss of generality, that
o9 = 0. We must show that ¢ (o1) # " (o). We know
already that 0" (o) is in ¥(n(c)). Since ¢’ is valid for d—o,
we also know that

¥ (01) = ¢"(01) € U(n(o1)).

In d, by the definition of the delete existential spider infer-
ence rule, the spider o has a location that is disjoint from all
other spider locations. Therefore

n(e1) Nn(o) = 0.

Thus
P (01) & ¥(n(o))

and we also have

V(o) = e € U(n(0)).

It follows that ¢" (1) # ¥" (o), as required. Hence the
spider distinctness condition holds for d.

Trivially, the existential spiders condition holds for d,
noting that it is identical to that for d — o except for the
extra spider o (and we know, by the construction of )"’ that
" (o) € ¥(n(0))). Similarly, the positive and negative spi-
ders conditions hold for d, as they are identical conditions
in d and d — o. Hence 1" is valid for d and it follows that I
models d. Therefore, delete existential spider is sound and
d — o is semantically equivalent to d.

O

Intuitively, the delete existential spider rule can be ap-
plied when we know the element represented by c is in
the set represented by (o). However, it is important that
no other existential or positive spiders have a location that



overlaps with o, essentially because negative spiders pro-
vide no distinctness information. The next rule, which al-
lows the deletion of a positive spider, is similar: a positive
spider can be deleted when the information it provides is
also given by negative spiders:

Inference Rule 3 (Delete Positive Spider). Let d =
(L,Z,ShZ,ES,PS,NS,n,p) be a consistent enhanced
spider diagram. Let o be a positive spider in d. If

1. there are no other existential or positive spiders in d,
whose location overlaps with o’s, that is for all o' in
(ESUPS)\{c}, n(o) Nn(e’) =0,

2. the only shaded zones in o’s location are in

NZ(p(0),d), that is
n(e) N Shz S NZ(p(c),d),

and
3. the negative zones for p(o) indicate that o must repre-
sent an individual in the set denoted by 1(0):

(Z\EZ)\NZ(p(0),d) < n(o).
then d may be replaced by d — o.

Lemma 8. Delete positive spider is sound and results in a
semantically equivalent diagram.

Proof Sketch. The proof is similar to that for the delete ex-
istential spider inference rule, so we just provide a sketch to
illustrate key differences. Suppose we delete positive spider
o from d to give d — o. It is trivial to show that d semanti-
cally entails d — o, in part since the location of o does not
include any shaded zones other than those which are nega-
tive for p(c). Therefore, we focus on the converse: d — o
semantically entails d. Let I = (U, 1, ¥) be a model for
d — o with valid ¢": ES U (PS\{c}) U NS — U. We need
to show that I is a model for d. The strategy is as follows:

1. show W(n(c)) # 0,

2. show 9 (p(0)) € ¥(n(o)) and extend 9’ to " where
(o) = ¢(p(0), and

3. show v is valid for d.

Noting the similarity to lemma 7, the rest of the details are
straightforward. O

Interestingly, negative spiders can always be deleted
when they have multi-zone locations: if a negative spider,
o, has location {z1, 22} for example, then this spider ex-
presses that (p(0)) € ¥ (z1) or ¥(p(o)) ¢ ¥(z2) which
is trivially true in any interpretation. Also, just as positive
spiders could be deleted when their informational content
was represented by negative spiders, negative spiders can

be deleted when their information is provided by positive
spiders, by shading or, even, by other negative spiders.

To illustrate, in figure 8 the negative spider, o, labelled b
is deleted. This deletion does not weaken information since
the positive spider labelled b provides the same absence in-
formation, albeit in a different form: from the positive spi-
der, we can deduce that b is absent from the set represented
by ({@Q}, {P}). In fact, from d, any one of the negative spi-
ders can be deleted. In the case of @, the zone in which it
is located is shaded and contains no part of any other spi-
der: it is an empty zone. Therefore, the shading alone tells
us that a does not lie in the set represented by ({ P}, {Q}),
so deleting @ loses no information. In the remaining case,
there are two ¢s occupying the same zone and either one
of them (but not both) can be deleted whilst preserving the
informational content of d.

d—o

Figure 8. Delete negative spider.

Inference Rule 4 (Delete Negative Spider). Let d =
(L,Z,ShZ,ES,PS,NS,n,p) be a consistent enhanced
spider diagram. Let o be a negative spider in d. If

1. there is not a unique zone in 1(o), that is

In(o)| #1
or
2. there is a unique zone, z, in (o), so |n(c)| = 1, where
either

(a) the zone z is empty, that is z € EZ(d),

(b) there exists a positive spider, o', where p(c’) =
p(0), whose location does not include z, that is
z & n(a), or

(c) there exists a negative spider, o', where p(c') =
p(o), whose location is z, that is {z} = n(c’)

then d may be replaced by d — o.

Lemma 9. Delete negative spider is sound and results in a
semantically equivalent diagram.

Proof. Firstly, it is trivial that deleting a negative spider is
sound. Therefore we focus on shown that d — o semanti-
cally entails d. There are two cases, reflecting the definition
of this inference rule: either (i) (o) contains at least two
zones or (ii) it contains a unique zone. In either case, we
start assuming that I = (U, ¢, ¥) is a model for d — o with
valid ¢v': ESUPSU(NS\{c}) — U. We need to show that



I is a model for d. We extend ¢’ to ¢)"": ESUPSUNS — U
where 1" is identical to 1)’ except that )"’ (o) is defined to
be 1)(p(0)). In either case (i) or (ii), it is trivial that all con-
ditions for I to be a model hold for d except for the negative
spiders condition.

Our task is to show that this condition holds. In the case
(i) where n(o) contains at least two zones, it is trivial that
there is a zone, z, in n(c) where ¢ (o) ¢ ¥(z) and we
are done. In case (ii), (o) contains exactly one zone. We
show 9"/ (o) & n(o). There are three sub-cases, as in the
definition of the delete negative spider inference rule.

(a) In this case, the zone, z, in n(c) is in EZ(d). In this
case, U(z) = ¥(n(o)) = 0, by lemma 2. Hence
V" (o) & ¥(n(o)) as required.

(b) Assume now that there is a positive spider, o', where
p(c’) = p(c). In which case, we know from the defi-
nition of the inference rule that n(c”) does not include
the unique zone, z, in 77(c’). From the positive spiders
condition for d — o, we know that ¢’ (c’) € ¥(n(c”)).
Since distinct zones represent disjoint sets, we deduce
that /(o) ¢ W(n(e)). Since 1"(0") — ¥/(c") —
B(p(0"), plo’) = pla), and ¥(0) = B(p(0)), it
follows that "’ (o) & ¥(n(o)) as required.

(c) Finally, we consider the case where there exists a neg-
ative spider, o', where p(o’) = p(o). In this case, we
know that n(o”) contains precisely the zone, z, in (o).
By lemma 3, it follows that

U(p(a’)) = ¢(p(0)) & ¥(2).
By definition we have ¢ (o) = ¥(p(0)), so
V(o) & (z)
as required.

Since 9" is otherwise identical to ¢/’ and the negative spi-
ders condition holds for d — o, the negative spiders condi-
tion holds for d. Hence I models d and it follows that the
delete negative spiders inference rule is sound and produces
a semantically equivalent diagram. O

Another way to reduce clutter arising from spiders is to
remove zones from their locations. Focusing first on ex-
istential spiders, sometimes their locations can be shrunk
when we have information provided by negative spiders.
However, we can never remove shaded zones from their lo-
cations, as this would reduce the upper bound placed on
the cardinality of the associated set and, thus, not be sound.
Again, when defining this rule we must be mindful of the
fact that negative spiders do not provide distinctness infor-
mation: carelessly removing a zone from an existential spi-
der’s location could reduce the associated lower bound on

set cardinality and would not result in an equivalent dia-
gram.

Figure 9 illustrates how we can shrink an existential spi-
der. Here, in d we can see that ¢ must lie in the set repre-
sented by ({P,Q}, ), due to the negative zones for ¢ and
the fact that ¢ cannot be in ({P}, {Q}) due to the shading
(this shaded zone is empty). Therefore, we can shrink the
existential spider, removing the zone ({Q}, {P}) from its
location without weakening information.

P Q P Q
o

c

d (d—0) +e (0. {({P,Q},0)})

ol

Figure 9. Shrink existential spider.

Inference Rule 5 (Shrink Existential Spider). Let d =
(L,Z,ShZ,ES,PS,NS,n,p) be a consistent enhanced
spider diagram. Let o be an existential spider in d occu-
pying at least two zones of which one, z, is not shaded. If

1. there are no other existential or positive spiders in d,
whose location overlaps with o’s, that is for all o' in
(ESUPS)\{c}, n(c)nn(c’) =10, and

2. some constant, ¢, must represent an individual in the
set denoted by n(o)\{z}, that is

(Z\EZ)\NZ(c,d) € n(o)\{z}.
Then d may be replaced by (d — o) 4. (o,n(0)\{z}).

Lemma 10. Shrink existential spider is sound and results
in a semantically equivalent diagram.

Proof. Tt is trivial to show that d — o 4+ (o, n(c)\{z}) se-
mantically entails d. We show that d semantically entails
d— o +¢ (o,n(0)\{2}). Let I = (U, %, ¥) be a model for
d with valid ¢': ESU PSUNS — U. We need to show that
I'is amodel for d — o +. (o,n(c)\{z}). It is trivial that the
missing zones condition holds for d — o +. (o, n(0)\{z})
since it holds for d. We focus on the remaining five condi-
tions. There are two cases to consider, based on the zone,
z', in which 1)/ (o) represents an element. The first case is
where 2z’ # z and the second case is where 2z’ = z.

For the first case, we show that ¢}’ is valid for d — o +,
(o,m(c)\{z}). Tt is trivial that the shaded zones condition,
spider distinctness condition, positive spiders condition and
negative spiders condition hold for d — o +, (o, n(c)\{z})
under ¢’ since the conditions remain unchanged from those
for d. What remains is to show that the existential spiders
condition holds and here we only need to worry about o
since all other spider locations remain unchanged. By the
existential spiders condition for d, we also know that

¥'(0) € ¥(n(0))



so, since 2’ # z,

W'(0) € T(n(o)\¥(2).

Therefore
V(o) € U(n(o)\{z})
as required. Therefore when 2’ # z, I is a model for d —
o +e (o,n(0)\{2}).
We must now consider the case where 2’ = 2. Here

we must define an alternative mapping of spiders to ele-
ments, since ¢’ will not ensure v’ (o) represents an element
in ¥(n(o)\{z}). Noting, by the definition of the shrink ex-
istential spider rule, that c is a constant where

(Z\EZ)\NZ(c,d) € n(o)\{z}
we define ¢"": ES U PS U NS — U by

(o) = { V(o) ifo’ #o

¥(c)  otherwise.

We now show that [ is a model for d — o +. (o, 1(0)\{z})
using "',

For the shading condition, we need to verify, for each
shaded zone, 2", in ShZ that

V(") C{y"(0"): 0’ € ESU PS}.
It can readily be shown that
V(") C{¢'(0") : 0" € ESUPSI\{¢'(0)}

because ¢’ (0) € U(z), z # 2" and so ¢'(0) & ¥(z").
Therefore

V(") S {v"(0") : o' € BS U PSI\{)'(0)}

SO

V(" C{y"(0"): 0" € (ES\{o}) U PS}.
Therefore

€ {¢7(e"): 0" € (BS\{o}) UPS}U{"(0)}
{"(¢") : 0’ € ESU PS}

ql(z//)

as required. Therefore the shaded zones condition holds.

For the spider distinctness condition, let o7 and o5 be
spiders in £S U PS. If neither o1 nor o, are the spider o
then it follows, by the spider distinctness condition for d,
that

V" (01) =" (02) = 01 = 09
Suppose, without loss of generality, that 07 = o. We must
show that if ¥ (o) = 9" (03) then 0 = o09. Assuming

V" (o) = ¢"(02), we have ¥"(0) = t(c) = ¢"(02) =

9'(02). Consider 1(c). Since the missing zones condition

holds, by lemma 4, ¢(c¢) € ¥(Z). By lemma 2, it follows
that

W(c) € U(Z\EZ).

By lemma 3, we further deduce that

Y(c) € W(Z\EZ)\¥(NZ(c,d)) = Y((Z\EZ)\NZ(c,d)).

By the definition of the shrink existential spider rule,
NZ(e.d) = (2\EZ)\NZ(c.d) € n(0)\{=},

SO
P(e) € U(n(o)\{z}) € ¥(n(0)).

We also have, by the existential and positive spiders condi-
tion for d

U(c) =" (02) = V' (02) € ¥(n(02)).

Therefore, since distinct zones represent disjoint sets,

n(o) Nn(oz) # 0.

By the definition of the shrink existential spider rule, no
positive or existential spider has a location that overlaps
with (o), other than o itself. Therefore, o0 = o9 as re-
quired. Hence the spiders distinctness condition holds for
d— o+ (o,n(0)\{=}).

Focusing now on the existential spiders condition for d —
o0+ (0,m(0)\{z}), the only way this can fail is if "’ (o) =
¥ (c) is not in W(n(o)). We have just seen that

P(e) € ¥(n(o)\{z}) € ¥(n(0))

so it follows that the existential spiders condition holds for
d — o +¢ (o,m(0)\{z}). It is trivial that the positive and
negative spiders conditions hold, since they are identical for
dandd — o +. (0,17(0)\{2}). Hence I is a model for d. It
follows that the shrink existential spiders rule is sound and
produces a semantically equivalent diagram. O

In the above rule, we know that the set represented by
n(o)\{z} must contain t(c) so it is not empty. It is there-
fore possible to shrink o, removing z, without weakening
information, in part since z is not shaded and in part since
no other existential or positive spider has a location that
overlaps with . We can also shrink positive spiders, when
their locations include a negative zone.

Inference Rule 6 (Shrink Positive Spider). Let d =
(L,Z,ShZ,ES,PS,NS,n,p) be a consistent enhanced
spider diagram. Let o be a positive spider in d occupy-
ing at least two zones where 1(c) N NZ(p(o),d) # 0.
Let z € n(c) N NZ(p(0),d). Then d may be replaced by
(d— o)+, (o,m(0)\{z}, p(0)) and vice versa.



Lemma 11. Shrink positive spider is sound and results in a
semantically equivalent diagram.

Proof Sketch. It is trivial to show that d — o +,
(o,n(c)\{z}, p(o)) semantically entails d. We show that
d semantically entails d — o +,, (0,1(0)\{z}, p(0)). Let
I = (U,4, V) be a model for d with valid ¢': ES U PS U
NS — U. We need to show that I is a model for d —
o +p (0,nm(0)\{z}, p(c)). In this case, it is straightforward
to show that ¢’ is valid for d — o +, (o, n(0)\{2}, p(0)),
using lemma 3 to verify that the positive spiders condition
holds. O

It is also possible to define a rule for shrinking negative
spiders (when they include at least three zones in their loca-
tions). However, we have already seen that negative spiders
with multiple zone locations can be deleted without losing
information. Therefore we do not need a shrink negative
spider inference rule in order to explore clutter reduction.

Lastly, we consider when it is possible to swap between
different types of spider. Sometimes it is sound to swap an
existential spider for a positive spider with the same loca-
tion but this has no material impact on clutter so we omit
this case. It is not sound to swap an existential spider, o,
for negative spiders as this would either reduce the lower
bound on the set denoted by the location of ¢ or introduce
new information about some specific individual. Therefore,
there is only one interesting case where we can swap be-
tween types of spider: swapping between positive and neg-
ative spiders can alter the visual clutter in enhanced spider
diagrams.

Swapping spiders is illustrated in figure 10, where the
positive spider, o, namely a — a — a, is swapped for
two negative spiders, o1 and o9. These negative spiders
occupy the two non-empty (single zone) regions r; =
{{Q,R},{P})} and 7o = {({Q},{P, R})} that did not
previously contain negative a spiders. It is clear to see the
information that a is in the set U\ (Q U R) is not lost when
this swap is performed.

TORCE

(d - U) +n (01 5T, (l) +n (027 T2, (l)

Figure 10. Swapping spiders.

Inference Rule 7 (Swap Positive and Negative Spiders).
Letd = (L, Z,ShZ,ES, PS,NS,n, p) be a consistent en-
hanced spider diagram. Let o be a positive spider in d
where

1. there are no other existential or positive spiders in d,
whose location overlaps with o’s, that is for all o' in
(ESUPS)\{c}, n(c)nn(c’) =0, and

2. the only shaded zones in o’s location are in

NZ(p(0),d), that is
(o) N ShZ C NZ(p(o),d).
Let 04, ..., 0, be m fresh spiders, one for each zone in
Z\(n(e) UNZ(p(c),d) U EZ) = {21, ..., Zm }-
Then d may be replaced by
(d— ) +n (01, {21}, p(0)) 1 e 0 (@ {2}, ()
and vice versa.

Lemma 12. Swapping positive and negative spiders is
sound and results in a semantically equivalent diagram.

Proof Sketch. Firstly, it is straightforward to show that

+n (Um7 {Zm}’7 p(O’))

is semantically equivalent to d; intuitively, negative spiders
are added to non-empty zones that are not in the location of
o. The spider o can be deleted from

d+n (01, {z1},p(0)) +n ...

+n (Uma {Zm}vp(a)a

using the delete positive spider rule to give, by lemma 8, the
semantically equivalent diagram,

d+n (01,{z1},p(0)) +n ...

d+n (01,{z1},p(0)) +n e +n (Om, {z2m }, plc) — 0,

. Noting the commutativity of the transformations, this dia-
gram is

(d—0) +n (01, {21}, p(0)) +n oo +0 (Om; {2m}, p(0)).

Therefore, swapping positive and negative spiders is sound
and results in a semantically equivalent diagram. O

The lemmas in this section combine to establish that all
of the inference rules are sound:

Theorem 3. The inference rules are all sound and result in
semantically equivalent diagrams.

6. Measuring and Reducing Clutter

The clutter measure given in [3] readily generalizes to
enhanced spider diagrams. At the drawn diagram level, the
measure counts the number of nodes and the lines used to
connect spider nodes”. For each spider, the number of lines

2Recall that this measure of clutter was empirically evaluated in [16]
where it was found that high levels of clutter resulted in worse task perfor-
mance.



is one less than the number of zones in its location. For ex-
ample, in figure 2, d3 has a clutter score of 13, since there
are seven nodes and six connecting lines, whereas d, has a
score of 1. In figure 4, d; has a score of 0 but the semanti-
cally equivalent diagram, dg, has a score of 11.

Definition 11. Let d = (L, Z, ShZ, ES, PS,NS,n, p) be
an enhanced spider diagram. The spider clutter score for
d, denoted SCS(d), is

ses(d) = Y, @) - 1).

oceS(d)
P NG
O
le

€ JRICD ]
:

l

dao
Figure 11. Rules’ impact the clutter score.

We now demonstrate how the rules can impact the clut-
ter score. In figure 11, the first three rows illustrate the three
deletion rules. Deleting the existential spider located in two
zones in dy to give dq( reduces the score by 3. This spider
can only be deleted, without losing information, since the
negative spiders express that a is absent from (). The re-
gion outside () therefore ‘contains’ a and it is precisely this

region that contains the existential spider that is deleted to
give d1g. Deleting the positive spider, a, from d;; to give
d12 reduces the clutter score by 5. This time, the informa-
tion provided about the individual a by the positive spider
can be inferred from the negative spiders, @, and so a is
redundant. These two rules clearly show that absence infor-
mation, provided by negative spiders, leads to a reduction in
visual clutter. When it comes to deleting negative spiders,
there are various cases illustrated in dy3 and dy4. Deleting
@ — @ reduces the score by 3, deleting two bs by 2 and one
¢ by 1 (total: 6).

The next two rows show applications of shrinking rules.
Without absence information, it is not possible to shrink spi-
ders and maintain the semantic information. In d;5, we can
infer that ¢ € P\Q, since ¢ ¢ Q\P and ¢ ¢ P U Q. Thus,
the existential spider in d;5 must represent the same ele-
ment as ¢, and be in P. Therefore we can remove a zone
from its location, as shown in dig, reducing the score by
2. The case for dy7 is more straightforward: the absence
information about a allows us to reduce the location of the
a — a — a spider, lowering the clutter score by 4 after two
applications of the shrink positive spider rule.

Lemma 13. A single application of any one of the three
deletion rules reduces the clutter score by 2|n(o)| —1 where
o is the deleted spider.

Lemma 14. A single application of any one of the two
shrinking rules reduces the clutter score by 2 where o is
the shrunk spider.

The last row of figure 11 shows an application of the
swap rule. The a — a — a — a spider is swapped for two @
spiders, reducing the clutter score by 5.

Lemma 15. A single application of the swap rule reduces
clutter whenever

2ln(o)| =1 >[2\(n(o) U NZ(p(0),d) U EZ)],

where o is the positive spider to be swapped.

7 Discussion on Clutter Reduction

We now discuss how clutter reduction using absence,
conveyed via negative spiders, contrasts with the Venn-i®
case. In enhanced spider diagrams, many of the rules that
we have introduced required the subject existential or pos-
itive spider, o, to be the only one in its location. This is
because to delete, shrink or swap such a spider, absence
information must be used, yet negative spiders do not pro-
vide distinctness information. Considering an absence spi-
der in isolation, it only indicates the set in which the rep-
resented individual does not lie and, therefore, in which set
it does lie. Of course, this is identical for E-sequences in



Venn-i®. However, a significant difference is that, in Venn-
i°, ®-sequences and i-sequences do not represent distinct
elements, so Venn-i®’s inference rules are much less restric-
tive.

An example can be seen in figure 12. Firstly, we note
that D uses an ®-sequence, which asserts that the set R\ P
is not empty, as well as i-sequences (for presence) and i-
sequences (for absence). To create D, the a-sequences are
swapped for an a-sequence, a transformation which in gen-
eral can increase clutter. This results in a diagram where all
information about the sets in which particular individuals lie
is given using presence information. The diagram D is cre-
ated by iteratively shrinking a-sequences, as we can deduce
from D that a is in the set RN PN Q. The next step shrinks
the ®-sequence: in Venn-i®’s, shaded regions always repre-
sent the empty set, so we can remove the ® symbol from
the shaded zone, shrinking the sequence. Next, we notice
that, since a represents an individual in the set R N P N Q,
the ®-sequence is redundant (here, it is important to recall
that distinct sequences do not denote distinct individuals in
Venn-i®. Lastly, we can swap b — —b — —b for a single b,
giving us D,,;,,. The diagram D,,,;,, is semantically equiv-
alent to D and is minimally cluttered. It should be evident
from this example that not asserting the distinctness of in-
dividuals has led to more freedom in when inference rules
can be applied than we saw for enhanced spider diagrams,
albeit at the expense of expressive power.

Dmin
Figure 12. Rules’ impact the clutter score.

In summary, as a consequence of the key differences
between Venn-i® and enhanced spider diagrams, there are
many more situations in Venn-i® in which information about
the absence of individuals can be used to reduce clutter. A
less diagrammatic interpretation of absence, whereby nega-

tive spiders do assert that the represented individual is dis-
tinct from those represented by the other spiders, would lead
to the ability to reduce clutter further. This will be an inter-
esting avenue for future work, particularly with regard to
the usability of the resulting logic relative to enhanced spi-
der diagrams.

8. Conclusion

We have introduced enhanced spider diagrams, which in-
clude syntax for visually representing the absence of indi-
viduals from particular sets directly. Necessary and suffi-
cient conditions for diagram satisfiability were given, since
unsatisfiable diagrams are semantically equivalent to dia-
grams with a zero clutter score. Following from this, we
defined inference rules that permitted clutter to be reduced
in satisfiable diagrams. Interestingly, the level of clutter re-
duction that is possible in this system is not as dramatic
as was seen for the Venn-i® system, where i-sequences and
i-sequences could readily be swapped to alter clutter. As
indicated, an alternative, less well-matched, interpretation
of negative spiders could lead to larger reductions in visual
clutter. However, it is unclear whether lower clutter, with
a less well-matched syntax, or higher clutter with a well-
matched syntax is most effective for human cognition. Such
a trade-off should be explored as it could provide important
insight into choices that must be made when designing di-
agrammatic systems. Future work should also seek to un-
derstand the impact of clutter reduction on user task perfor-
mance. Both of these aspects are important for ensuring an
effective system of logic, accessible to users of the notation,
is produced.
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