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Abstract—As one of the most common social behavior in
human society, communication in multi-turn conversation or
dialogue system has always been a research focuses of natural
language processing (NLP). The quality of downstream tasks
in multi-turn dialogue is often determined by the result of
dialogue context modeling. For dialogue generation, the context
information will determine the consistency and diversity of the
generated responses. However, the current research on dialogue
generation increasingly relies on external information rather
than mining from the dialogue content itself. In this paper, we
propose a topic and speaker-aware hierarchical encoder-decoder
(TSHED) model to capture the topic and speaker information
flow in the context for response generation with the hierarchical
transformer-based framework. Specifically, we obtain semantic
information of each utterance at word-level and then apply
topic and speaker-aware attention to model context at utterance-
level. Experimental results on two open-domain datasets show
that TSHED significantly improves the quality of responses and
outperforms strong baselines.

Index Terms—open-domain dialogue system, dialogue genera-
tion, encoder-decoder model, transformer

I. INTRODUCTION

Daily conversation is one of the crucial components of hu-
man social activities. Most daily conversations among groups
of people can be summarized as open-domain dialogue or chit-
chat, which are multi-turn and informative. From the perspec-
tive of dialogue content, the context is approximately equal to
historical utterances in previous turns. Therefore, some studies
focus on multi-turn conversations with context modeling for
the downstream task of the dialogue system, such as dialogue
generation, dialog emotion detection [1], abstractive dialogue
summarization, etc. For dialogue generation, it is vital to make
full use of context to generate consistent and logical responses.
The earlier deep learning-based methods focus on short-text
conversation or local context [2], [3]. Nevertheless, context
modeling is not only a process of word alignment or sentence
alignment, but also a process of perceiving the information
flow that drives the dialogue. Serban et al. [4] proposed
a ground-breaking hierarchical encoder-decoder framework
called HRED to model context. HRED consists of a word-level
encoder that encodes utterances, an utterance-level encoder
that maps each utterance representation into dialogue context
and a decoder that generates tokens. Since then, the ideas about
context modeling with hierarchical architecture have been
widely used in multi-turn dialogue generation tasks [5]–[7].
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However, compared with documents, the topic flow in dialogue

Valerie! hi! Wow how are you? It' s been such a

long time! 

Darlene! Indeed, it' s been a while! How have you

been? Wow, you look amazing! I love what you' ve

done with your hair! 

Really? thanks! I went to that hair salon that you

told me about, but enough about me! look at you!

you haven't aged a day since the last time I saw

you! what is your secret! 

Ha ha, come on! Well, I've been watching what I

eat, and working out three times a week. By the

way, I heard your son recently graduated! 

Yes, my little paul is finally a doctor. They grow up

so fast you know. 

He is such a handsome guy. He gets his looks from

his mother of course! 

Thank you! What about your daughter, pamela? I

heard she has passed the bar exam and married

recently. 

Oh yes. She had a beautiful wedding in cozumel

mexico and we all attended. 

Such a lovely girl. I hope my paul is lucky enough

to find a girl like that someday! 

But of course! well, it's been great talking to you,

but I have to get going. 

Same here! We will catch up soon, maybe over

coffee! 

That would be great! Give me a call! 

See you soon! Bye! 
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Fig. 1. A conversation from DailyDialog. The blue word represents dynamic
topic word, the red word represents general topic word.

is more complex, which means the topic density of dialogue
is higher and the topic shift in dialogue is more unpredictable.
In addition, the speaker flow is unique to dialogue compared
with other natural language scenes. The participants in the
dialogue are at least more than one, which makes different
interlocutors in the same scene with different response ideas.
In our work, we introduce two granularity of topics, called
dynamic topic which means the topic that arises as the
conversation progresses and general topic which means the
topic that reflects the phases of the dialogue process. As shown
in Fig.1, this is the daily conversation between two middle-
aged women who meet and chat. From the perspective of the
topic, their topics after greeting are pretty random, such as
‘appearance’ and ‘family’, but their dialogue content follows
the fixed pattern of greeting, chatting and saying goodbye.
From the perspective of the speaker, ‘B’ shows a polite and
warm attitude. The above instance shows that the topic and the



speaker are essential supplements to the context information in
a multi-turn conversation scenario, affecting the quality of the
generated response. In recent research on topic-aware response
generation, the use of the topic includes extracting topic words
or using external knowledge. Zhang et al. [8] took meaningful
words that appeared in the dialogue history and response as
topic words to generate topic-relevant responses. Feng et al.
[9] used topic-aware attention and external knowledge sources
to promote the understanding of dialogue history. In terms of
the speaker, recent work uses external information about the
speaker to model. Majumder et al. [10] used commonsense
knowledge bases to expand and enrich persona descriptions.

However, there is still internal mining space in dialogue
history rather than just external information to supplement
the context in dialogue context modeling. In this paper, we
propose a new model called TSHED to fully use the dialogue
history with a multi-degree attention mechanism in context
modeling for response generation. The core idea is applying
several context-aware attention to model context at the utter-
ance level. Specifically, we improve the traditional text seg-
mentation algorithm TextTiling [11], complete the segmenta-
tion of two granularity of topics, and then use the transformer-
based word-level encoder to get the representation of each
utterance. After that, the utterance-level encoder obtains the
representation of the whole context via topic-aware attention
and speaker-aware attention. Finally, the GRU decoder is used
to generate response token by token in combination with the
attention weight. Experiments on two open-domain datasets
demonstrate the effectiveness of TSHED, and further analyses
reveal the advantage of TSHED in achieving state-of-the-art
performances on the datasets.

II. RELATED WORK

As one of the hot topics in natural language processing
(NLP), dialogue systems which are highly coincident with
human interaction have attracted much attention in recent
years. In particular, dialogue generation in dialogue system
is a challenging task, the research focus of which has grad-
ually changed from single-turn to multi-turn. One reason is
that multi-turn conversations are more common in daily life.
Longer dialogue turns mean more complex context composed
of speaker messages which determines conversation topics,
speaker goals and style [5]. How to model context to generate
better responses is a challenge in this area.

Earlier Studies often used representations of words in
dialogue history accumulated to contextualize or focus on
the recent context [2], [3]. Serban et al. [4] proposed Hier-
archical Recurrent Encoder-Decoder (HRED), which built a
ground-breaking hierarchical encoder-decoder framework to
achieve context-awareness in dialogue systems. Since then,
hierarchical-based models have been widely studied in the task
of multi-turn dialogue generation. However, the information
distribution of the context is uneven, and it is obviously
inappropriate to treat all contexts equally. Therefore some
researchers try to introduce the attention mechanism. Tian
et al. [12] compared the non-hierarchical model with the

hierarchical model. They proposed WSeq finding that neural
networks can produce longer, more meaningful and diverse
responses with more context information. Zhang et al. [13]
introduced a self-attention mechanism to capture long-distance
dependencies. With the extensive use of pre-trained language
models in natural language generation tasks [14], it is possible
to obtain richer semantic information via various pretraining
objectives. Gu et al. [15] employed a hierarchical Transformer
architecture with two training objectives to capture hierarchical
coherences on dialogue generation tasks. However, the role of
topic in dialogue context modeling had been almost ignored in
the above research. In addition to implicit topic modeling with
latent variables [5], [7], Yoshikoshi et al. [16] used keywords
or topic entities based on dialogue history to explicit topic
modeling. Nevertheless, the topic dominated by utterances
may not be represented by variables or a word. Inspired by
the above research work, we transfer dialogue history into
information blocks from the perspective of topic and speaker,
and then combine topic-aware and speaker-aware attention
mechanisms into hierarchical encoder-decoder framework to
model meaningful and informative context for the task of
response generation.

III. METHODOLOGY

Our model consists of two parts: (1)Multi-granularity topic
segmentation, which is used to segment the multi-turn dia-
logue history with topic boundaries in an unsupervised way.
(2)TSHED Network, which uses topic and speaker-aware
attention with hierarchical architecture to achieve context
encoding, and finally decodes to generate responses.

A. Topic Segmentation

Compared with documents [17], dialogues are less struc-
tured, more organized and promoted by topics. We call topic
flow hidden under the dialogue. In our paper, topic flow is
not unique because topics are multi-granularity. For example,
in a daily conversation among colleagues, the common topic
flow of ”greeting−→work−→psychology−→vacation” can be
abstracted from it. The trend of topic flow after the topic
“vacation” can lead to any others, so we call this kind of topic
flow in a dialogue as dynamic topic flow. Besides, some topics
that represent the rhythm of conversation are common to most
dialogues, such as “introduction” or “end” which means the
beginning or end of a dialogue ; we call this kind of topic
flow in a dialogue as general topic flow.

Such topic flow can be helpful in understanding the process
of dialogue and the consistency of response generation. Given
a continuous multi-turn dialogue D = {u1, u2, . . . , un},
where n is the number of utterances, we combine classic
unsupervised topic segment algorithm, TextTiling [11] that
focus on the change of topic similarity in the text, with
sentence represented by pretrained Sentence-BERT [18], to di-
vide multi-granularity topic boundaries. The differences from
traditional TextTiling are shown in the Fig. 2(b), first, we
keep the integrity of the sentence instead of dividing the text
unit according to the number of words with fixed length and
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Fig. 2. Overview of our model. (a) The structure of TSHED, which is a hierarchical Transformer-based model with topic and speaker-aware attention. (b) The
improvements on the three stages(tokenization, lexical score determination and boundary identification) of TextTiling. (c) The different masks are prepared
for contextual information fusion. Due to layout size limitations, the representation of the speaker mask is mixed with that of the topic mask.

take the utterance as the text unit; second, we dynamically
maintain the unbalanced length of text blocks(formed by
several text units) on both sides of token-sequence gap to
obtain a more realistic token-sequence gap; third, we segment
multi-granularity topics with the perspective of dynamic and
general topics.

To be specific, each utterance ui is encoded as a sen-
tence embedding sei by Sentence-BERT, then the similarity
sequence is obtained by calculating the similarity combina-
tion of blocks with different lengths, which can be used
to convert into two sequences; one is used to calculate the
depth score sequence for dynamic topic sequence denoted
as Topicd = [ta1 , t

a
2 , t

b
3, t

b
4, t

b
5, . . . , t

x
n], the other is used to

calculate the compression similarity sequence for local general
topic sequence denoted as Topiclg = [t11, t

1
2, t

2
3, t

2
4, t

2
5, . . . , t

y
n],

where tsi is the topic s of ui and we call the gap between ti
and tj as topic boundary, y− 1 is the max number of general
topic boundaries. Then global general topic sequence denoted
as Topicgg can be obtained by calculating the index average
of each topic boundary in Topiclg , which is as general topic
sequence Topicg finally.

B. TSHED Network

Compared with the document, there is another prominent
feature in dialogue: more than one speaker participates in dia-
logue. Different speakers’ rhythms or narrative characteristics
make the text features of conversation diverse. Thus, we design
a Topic and Speaker-aware Hierarchical Encoder-Decoder
model TSHED, which encodes utterances from word-level
to utterance-level by a hierarchical architecture as shown in

Fig. 2(a). During utterance-level encoding, TSHED considers
the segmentation of different speakers into context while
referring to the multi-granularity topic mentioned above. For
any multi-turn dialogue, we denote the dialogue as D =
{u1, u2, . . . , un}, the dynamic topic segmentation of D as
Topicd, the general topic segmentation of D as Sgt = Topicg ,
the speaker segmentation of D as Ssp = [s11, s

2
2, s

1
3, . . . , s

2
n].

1) Word-level Encoder: The word-level encoder we used in
TSHED is transformer-based, designed to extract the semantic
information of each utterance in the dialogue history D.
For each word, we use the fixed dimension of the trainable
embedding matrix Ew to represent and the embedding ewij

corresponding to the i-th word in the j-th utterance. Then
for each word embedding, we use the standard transformer
encoder to encode, by taking the contextual embedding of the
last token of each utterance (In our model, the special token
is ⟨eou⟩) to represent every utterance individually. We denote
the output of the word-level Encoder:

Eu = {eu1, eu2, . . . , eum}
= WEncoder(u1, u2, . . . , um)

(1)

where uj = {w1j , . . . , wnj} is the j-th utterance.
2) Utterance-level Encoder: In a multi-turn dialogue, top-

ics of different granularity are usually threaded through to
drive the conversation. In addition, different speakers with
different dialogue rhythms both play a dominant or passive
role in the process of dialogue. Therefore, the topic and
speaker serve as crucial contextual information. The utterance-
level encoder in our model inspired by Transformer [19] focus



on context-aware modeling, processing all word-level encoded
utterance in the dialogue history from the perspective of the
topic and speaker to obtain the semantic information among
utterances. To be specific, Sdt, Sgt, Ssp as fixed-length vectors
with the same length as the dialogue history, are fed into
utterance-level encoder with sentence embedding. Then, in
addition to the two granularity of topics, in order to further
capture the relationship between the topic and the speaker,
we introduce the heterogeneous multi-head self-attention with
three kinds of masks, which can be formulated as:

Attention(Q,K, V,M) = softmax
seq

(
QK⊤
√
dk

+M

)
V (2)

where M is the mask matrix, determines whether the utterance
can be attended to. Specifically, according to Sdt, Sgt, Ssp, we
introduce several segmentation masks M type as shown in Fig.
2(c), which can be defined as:

Mdt
ij =

{
0, same dynamic topic

−∞, otherwise

Mgt
ij =

{
0, same general topic

−∞, otherwise

Msp
ij =

{
0, same speaker

−∞, otherwise

where i, j is the position of the utterance in the dialogue. Each
head in multi-head self-attention mechanism is defined as:

headi = Attention
(
EuW

Q
i , EuW

K
i , EuW

V
i ,M

)
(3)

where WQ
i ∈ Rdmodel×dq , WK

i ∈ Rdmodel×dk , WV
i ∈

Rdmodel×dvare learnable parameter matrices, dq , dk, dv de-
note the dimension of Query vectors, Key vectors and Value
vectors. Each head focuses on different contextual information
and the multiple contextual information is fused through
concatenation, which can be formulated as:

Ec = UEncoder(eu1, eu2, . . . , eum)

= Concat
(

Headbase,Headsegt
)
WO

Headbase = Concat (head1, . . . , headx)

Headsegt = Concat (head1, . . . , heady)

(4)

where WO ∈ Rhdv×dmodel , h denotes the total number of
heads and x + y = h. Headbase denotes the set of heads
without segmentation masks and Headsegt denotes the set of
heads with three kinds of segmentation masks. Ec denotes the
context representation.

3) Decoder: The response is generated by a recurrent
decoder token by token with attention.

hdec
t = BiGRU

(
hdec
t−1, [e

w
t−1;Ct;St]

)
Ct = attention(hdec

t−1, E
c)

St = attention(hdec
t−1, E

S)

(5)

where hdec
t denotes the hidden state at the t step, ewt−1 denotes

the word embedding of a generated word at the t−1 step, Ct

and St denotes the representation of context and the same
speaker as the respondent with additive attention [20] weight.

yt+1 = Softmax(Wdech
dec
t ) (6)

where yt+1 denotes the generated word, Wdec is a matrix
that aligns hdec

t dimension with the dimension of the target
vocabulary.

IV. EXPERIMENTS

A. Datasets

We evaluate our model on the following open-domain
datasets:

DailyDialog [21] is a high-quality, multi-turn dialog dataset,
the manually labeled dialogs of which are human-written to
reflect our daily conversations.

Cornell Movie Dialog Corpus [22] is a dialog dataset of
fictional conversations extracted from raw movie scripts.

For each dataset, we split the corpus into the training set,
validation set and test set at the ratio of 8:1:1, and reserve the
dialogue containing more than 3 utterances. More details of
the two datasets are shown in TABLE I.

TABLE I
STATISTICS OF THE DATASETS.

Dataset DailyDialog Cornell Movie Dialog Corpus
dialogs number 64190 93513

vocabulary 18091 42315
turn length 6.52 6.21

utterance length 14.54 11.62

B. Implementation Details

Our model is implemented using Pytorch. For topic seg-
mentation, we load the pre-trained ”all-mpnet-base-v2” for
Sentence-BERT to get representations of each utterance. At
the stage of topic segmentation, for obtaining dynamic topic
boundary, we set the max length of the text block 7; for
obtaining general topic boundary, we set the max number
of the text block 3. At the stage of response generation, the
numbers of hidden nodes are all set to 300, and the encoder
and decoder layers are set to 10, 8. We set the number of heads
in the multi-head mechanism of the utterance-level encoder
as 12 and the ratio of the headbase, headdtopic, headgtopic
and headspeaker is 4 : 2 : 1 : 1. The decoding strategy we
use is top-k sampling and nucleus sampling. During training,
we set the batch sizes to 32 and 16 for DailyDialog and
Cornell Movie Dialog Corpus datasets, respectively. The initial
learning rate we set to 0.0001. Adam is used as our optimizer.
We train our models at least 100 epochs on RTX 2080Ti
GPUS.

C. Baselines

We compare our model with the following baselines with
end-to-end framework on response generation task:

Seq2Seq [23] is a model with attention mechanism uses the
sequence-to-sequence framework.



TABLE II
EXPERIMENTAL RESULTS ON DAILYDIALOG AND CORNELL MOVIE DIALOG CORPUS WITH AUTOMATIC EVALUATIONS.

Model Average Extrema Greedy Distinct-1 Distinct-2 BERTScore
Dataset: DailyDialog

Seq2Seq 0.596 0.759 0.488 0.014 0.069 0.212
VHRED 0.611 0.773 0.497 0.028 0.129 0.214
HRAN 0.634 0.783 0.527 0.027 0.158 0.238
ReCoSa 0.615 0.770 0.497 0.031 0.157 0.216
TSHED 0.641 0.798 0.523 0.029 0.164 0.339

Dataset: Cornell Movie Dialog Corpus
Seq2Seq 0.529 0.625 0.439 0.006 0.030 0.121
VHRED 0.531 0.632 0.442 0.008 0.039 0.126
HRAN 0.522 0.623 0.438 0.007 0.049 0.127
ReCoSa 0.521 0.620 0.436 0.007 0.032 0.121
TSHED 0.548 0.633 0.455 0.006 0.052 0.129

VHRED [5] is a HRED-based model combined a latent
variable into generation process.

HRAN [6] is a hierarchical attention framework model
focusing on the important information in context.

ReCoSa [13] is a dialogue generative model which makes
full use of self-attention mechanism to find the relevant
contexts.

D. Metrics

We adopt the following automatic metrics to evaluate the
generated response:

Average, Extrema, Greedy [5] are the embedding-based
metrics to measure the semantic similarity to the ground-truth
response. We use the pre-trained Word2Vec word embeddings
on the Google News Corpus for evaluation.

Distinct-n [3] is the metrics for reporting the degree of
diversity, which is defined as the ratio of unique uni/bigrams
to the total number of uni/bigrams in generated responses.

BERTScore [24] is the diversity metric used in the task
of text generation, which computes a similarity score between
two sentences that uses pre-trained BERT feature extraction.

E. Results and Analysis

TABLE II shows the results on two datasets. Generally, the
proposed TSHED outperforms other models in most metrics
on both datasets. As a unique non-hierarchical architecture in
the experiment, Seq2Seq performs the worst. As the attention-
based models, HRAN, ReCoSa, TSHED outperform VHRED
on DailyDialog dataset. But on Cornell Movie Dialog Corpus
dataset, only TSHED outperform VHRED. One reason for the
result is that the dialogue turn and utterance length of Daily-
Dialog dataset are longer than that of Cornell Movie Dialog
Corpus dataset. The carefully designed attention mechanism
in models can be fully utilized. Cornell Movie Dialog Corpus
dataset is small in size of a dialogue, but very diverse and
complex in content and style [25]. In addition, Cornell Movie
Dialog Corpus dataset contains conversations from movies,
and the character feature is more distinct, so the speaker-aware
TSHED outperforms.

Fig. 3. The results of models with different blocks on the datasets.

F. Ablation Study

In order to better understand the impact of the differ-
ent context-aware attention mechanisms in our model, we
have conducted experiments with different attention-based
utterance-level encoders on the datasets. We denote TSHED
without topic-aware mask as SHED, TSHED without speaker-
aware mask as THED. As shown in Fig.3, the performance of
THED and SHED is different on different datasets, but TSHED
achieves better performance than T/SHED, demonstrating that
all of our designed masks which is related to information flow
in a dialogue are critical to context modeling.

G. Case Study

To better illustrate the coherent response TSHED gener-
ates in multi-turn dialogue. we provide a long multi-turn(12
turns) dialogues in TABLE III from the DailyDialog dataset.
Seq2Seq, VHRED, HRAN tend to generate general and emo-
tional responses which are not in line with the background of
business negotiation. Compared with the response of ReCoSa,
that of TSHED is more coherent and human-like. Note that the
longer a dialogue, the more information about topics, scenes
and speakers. From the case above, we find that with the help
of explicit prompt in context, responses generated in multi-turn
dialogues are not only relevant but also meaningful.



TABLE III
CASE STUDY FOR MULTI-TURN DIALOGUE GENERATION.

History

...
B: Mmmm, sounds interesting, gourmet chocolates, where are they produced? Belgium?
A: Actually, the factory is located in scotland.
B: Really? I didn’t think they were known for their luxury chocolate production.
A: That’s what makes this such a fantastic opportunity! the government is one hundred percent supportive of creating new export markets

and has guaranteed a low tariff for all wholesale orders of over one thousand units. They’ve also reduced the red tape involved at
customs as well. Here, I brought these especially for you, try one!

B: Oh, thanks. Mmm, hmm, creamy texture, very smooth ...
A: Unique, aren’t they? I bet you’ve never tasted anything like it! Quality is assured as I personally visit the factory to make sure no one’

s cutting corners with the ingredients. Only the creme make it through inspection.
B: Yes, very interesting flavors ... slightly spicy, very unique, that’s for sure. Exactly what are the ingredients?
A: I have it on highest authority that this traditional secret recipe has been handed down in the Granger family for generations. I’m sure

you can keep a secret. Buttermilk, cacao beans, sugar and haggis.
GT Haggis? What’s haggis?
Seq2Seq Oh, I see! That’ s great! I’ m so happy with it. I’ m gonna have.
VHRED Wow, that ’s great! I’ m glad. That’ s gonna be great!
HRAN That’s a good idea! I’ m gonna have a look at the same as a matter of fact!
ReCoSa How do you know the secret?
TSHED Oh, wonderful! What’ s the haggis?

V. CONCLUSION AND FUTURE WORK

In this paper, we propose a topic and speaker-aware hierar-
chical encoder-decoder (TSHED) model to enrich informative
context for response generation in multi-turn conversations.
We apply a two-stage strategy to obtain topic boundaries
and then adopt a hierarchical framework to achieve context-
aware modeling. Experimental results show that our model
performs well on DailyDialog and Cornell Movie Dialog
Corpus datasets.

In future work, we plan to improve the effect of downstream
tasks in multi-turn dialogue by combining the two stages of
topic segmentation and dialogue context encoding or introduc-
ing emotion detection into word-level encoder.
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