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Abstract—In the context of the ongoing digitalization of society, human
values such as privacy, ethics and trust are becoming increasingly
important. Digital systems are entering private and professional spaces,
which in turn affects the privacy of their end users. Hence, there is
a need for conveying privacy information in a transparent and under-
standable manner, with the user in the focus. Lawmakers introduced
privacy policies as a means of communicating privacy information.
However, those documents have proven to be practically useless for
end users. Privacy policies are long, vague, ambiguous and use complex
language, such as legal terms, which often require profound background
knowledge. Explainability has shown potential as a means to increase
transparency and foster trust in software systems. Based upon the
foundation of explainability, we developed a layered concept for user-
centered privacy explanations, which is implemented within a high-fidelity
software prototype. Finally, we tested and evaluated our concept by
conducting an interactive user study with 61 participants. The results of
our study suggest that our layered design concept enabled participants to
understand the privacy aspects they regarded as important. We conclude
that our approach seems to be an appropriate way to communicate
complex privacy information to end users.

Index Terms—Privacy, Privacy Explanations, Explainability

I. INTRODUCTION
Software systems accompany and support us in our everyday lives,

e.g., at work, when consuming information, when purchasing or
distributing goods, and when keeping in touch with friends. Human
values such as accessibility, ethics, privacy, transparency, and trust
are playing an increasingly important role for software engineers [1].
Due to the great advantages that digital systems offer us, users tend
to forget that they are not just consuming information. Users reveal
a lot of private information about themselves when interacting with
digital systems. Often this happens without explicit knowledge and
consent of the users [2], [3].

In an effort to protect end users and their online privacy, the
European Union has introduced the General Data Protection Reg-
ulation (GDPR) in 2018. Article 12 of the regulation [4] states that
the processing of personal data must be explained “in a concise,
transparent, intelligible and easily accessible form, using clear and
plain language”. However, this is at odds with the form in which
privacy information is usually encountered in today’s digital spaces.
On the one hand, we have privacy policies that are long, unreadable
and purposefully opaque [2], [5]. On the other hand, there are short
form privacy notices such as cookie banners, which are unspecific,
unclear and were found to employ dark design patterns, aiming to
confuse end users [6].

Software providers are legally and morally obligated to provide end
users with accessible and suitable explanations on how their personal
data is processed. However, they do not have the means to achieve
this at the current point in time. Hence, there is a need for ways to
convey privacy information in a form that is both understandable
and satisfying for end users. To bridge this gap in research, we
propose privacy explanations since they may have the potential to

remedy this problem. Furthermore, Brunotte et al. [3], [7] have shown
that they can foster end users’ trust in software systems. This could
also be an incentive for commercial software providers to employ
privacy explanations, as an increased end-user trust might be in their
corporate interest and might lead to more customer loyalty as well
as a positive company image [3].

Within this work, we build upon our previous research [3] and
investigate privacy explanations through the lens of explainability.
The goal of this work was to investigate how to design user-centered
privacy explanations that meet the needs and expectations of end
users. To this end, we adapt two types of explanations from the field
of explainable artificial intelligence (XAI) - contrastive explanations
and example-based explanations - and embed them within a layered
structure for privacy explanations. We evaluate our design within
an interactive user study with 61 participants, which includes the
navigation of a prototypical implementation of those concepts. Our
results suggest that our design is able to effectively and appropriately
convey privacy information to end users. Furthermore, they support
the notion that privacy explanations have a positive influence on
end user’s trust in the software system as well as on their privacy
awareness and underline the importance of context, content, and
consent.

II. BACKGROUND AND RELATED WORK
Online privacy “is about an individual’s control over their personal

information in virtual space and their right to withhold this informa-
tion” [3]. Individuals should have the right to know by whom their
data may be accessed and also at what point in time this occurs. It is
precisely this gap that privacy explanations address. The current state
of the art and, thus, the primary channel to inform users about the
data practices of a service provider, are documents such as privacy
policies or short privacy notices. However, these kind of documents
are insufficient to inform users with respect to their privacy. They
are too long, too vague, and too hard to understand [2], [5]. As
a result, these documents are often ignored by end users. Privacy
explanations can be an alternative to educate the user in a transparent
and comprehensible way. In light of this, a privacy explanation is
not a document such as a privacy notice, privacy statement, or
privacy policy. Instead, it is literally an explanation regarding a
certain privacy aspect. This means that a privacy explanation is “a
piece” of information that is given by a system in a specific context
to an addressee (e.g., end users), with the aim of informing and
educating the addressee about a specific privacy aspect. Due to space
limitations, we refer the reader to [3] for our formal definition.

III. RESEARCH GOAL AND DESIGN
The goal of this work was to investigate how to design user-

centered privacy explanations that meet the needs and expectations
of end users. Data from a previously conducted survey [3] formed the
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basis, which we validated and extended through a literature review
(LR) in the area of explainability and privacy.
By means of the gathered data, we conceptualized and refined our
vision of user-centered privacy explanations and developed a high-
fidelity prototype, which we evaluated through an interactive user
study. The focus of this paper is on the results obtained through
the qualitative research we conducted. Due to space limitations, we
refer to our supplementary material for more details on our approach,
especially the conduction of the LR, validation process as well as the
user study [8]. Our research was framed by the following research
questions (RQs):

RQ1: What relevant information should a privacy explanation
contain to meet the needs of end users?
RQ2: What are appropriate strategies for designing user-
centered privacy explanations to convey the relevant informa-
tion?

RQ1 focuses on investigating what information is required to inform
and educate end users. Here, it is important to consider the relevant
information that, on the one hand, fits into the context of current data
use (scope), and on the other hand, meets the expectations and needs
of the users. One challenge is to present satisfactory information
without confronting the user with long texts, similar to a privacy
policy. By the means of RQ2, we want to assess how to design user-
centered privacy explanations. We need to investigate implementation
strategies of how to incorporate privacy explanations into a system.
Therefore, it is necessary to translate the high-level requirements into
concrete design choices.

A. Research Design

1) Literature Review - Validation of Survey Data: In our previous
work [3], we conducted an online survey to identify the need for
privacy explanations. The data resulting from this survey forms the
foundation of our concepts. The data revealed that, in addition to
privacy, the NFRs transparency, understandability, trust, and trust-
worthiness in particular stood out as critical for privacy explanations.
For this work, we supplemented the previously conducted survey with
a thorough LR in the area of explainability and privacy, with respect
to the aforementioned NFRs. The aim of this step was to validate the
data we obtained against literature and to broaden our knowledge.

The starting set for our LR originates from an LR in the field of
explainability by Chazette et al. [9]. Our work extends this LR by
conducting additional steps of snowballing as well as a data base
search. Both with a focus on the relationship between privacy and
explainability. We scanned the final set from Chazette’s SLR for
relevance concerning the NFRs explainability, privacy, transparency,
trust, trustworthiness as well as understandability, and conducted our
snowballing process in accordance with Wohlin’s guidelines [10].

2) Conceptualizaton & Prototyping: We approach our concepts
for user-centered privacy explanation in two steps. First, we collated
and analyzed our data from the previous step in order gain a deeper
understanding of what are relevant information and privacy aspects
for providing satisfactory and understandable privacy explanations.
Here, we identified the importance of context, content, and consent
to which we continue to refer to as the 3C-principle. Second, we
conceptualized these findings within our design for privacy explana-
tions and incorporated them into the conception of the high-fidelity
prototype.

3) User Study Design: To evaluate our concept, we conducted an
interactive user study with 61 participants. We invited our personal

networks to participate in and share our study. Subsequently, we
made appointments with those who replied positively. The study
consisted of three main sections. It was provided in the form of an
online survey, which included two questionnaires and an interactive
section in the middle, which made use of a high-fidelity privacy
explanation prototype. The prototype was designed in accordance
with our previously described concepts. All participants were asked to
use the “Think-Aloud” approach throughout the whole study. While
completing the questionnaire and interacting with the prototype, they
were encouraged to comment and reason their decisions. The results
of the coding process of participants remarks can be found in our
supplementary material [8].

IV. RELEVANT INFORMATION FOR PRIVACY EXPLANATIONS
Requirements for Privacy Explanation. As end users come with

all kinds of different knowledge and backgrounds, they have different
needs and attitudes when it comes to privacy. In order to provide
meaningful privacy explanations, we must first understand what
privacy aspects are required to be explained. Privacy explanations
essentially pursue two abstract quality goals: what information is
legally required and what information is required by users. From
these superordinate goals, further requirements can then be refined.
We were able to elicit a set of high-level requirements in our previous
work [3], which we confirmed through our LR. We found evidence in
the literature that the four clusters of the requirements are justified:
Data Usage, Data Storage, Confidentiality, and Presentation. The
cluster Data Usage educates a user what, why, and how data is
collected [11]. We summarize these two W-questions and one H-
question as the 2W1H principle. It was also found that users attached
importance to the question “what happens in case of non-consent?”.
Data Storage comprises information about where and how long the
data is stored [4]. Information about the deletion, and if safeguards
are taken into account, is also included in this cluster [3]. Safeguards
refer to precautionary measures such as encrypted storage of data,
access restrictions, etc. Confidentiality provides information on,
among other things, who has access to the data and whether the data
is resold [11]. The Presentation Form determines what a privacy
explanation should look like, both on a linguistic level and in terms
of the medium (textual, visual, audio) [9].

Context, Content, Consent – 3C-Principle. The analysis of the
literature revealed that privacy explanations can essentially be em-
bedded in three key points: context, content, and informed consent
(3C-principle). In general, context is characterized by a specific
situation involving a person, a system, a task, and an environment [9].
In the case of privacy explanations, we speak of context when a
system processes, requests, or obtains explicit or implicit permissions
(e.g., a smartphone app needs access to the camera) to perform a
specific task. With reference to our definition, a privacy explanation
is always context dependent (contextual) [2], [12]. Thus, a system
should contextually supply its user with the needed information – the
privacy explanation.

The content is aligned with the context and thus relates directly to
it. Content plays an essential role in terms of the effectiveness of the
information presented and is framed by the design and structure of
the presented explanation (presentation form). This implies that the
content is also shaped by the needs of the respective end users. With
respect to privacy explanations, the content covers the requirements
cluster data usage, data storage, and confidentiality.

When, in a given context, a privacy explanation is presented to
the user, it is done with the aim of informing and educating users
about the use of personal data in the given situation. This should



enable them to make an informed consent about the use of their
personal information [5]. A privacy explanation should not make use
of so-called dark patterns such as forced consent, as that would be
in complete contrast to the actual purpose.

Answering RQ1: End users want to be informed about privacy
matters in accordance with the 2W1H principle. They also expect to
learn whether they will face any disadvantages if they do not consent
to data use. Information about the storage of data is also considered
relevant. Providing users with this relevant information, according
to the current context, puts them in the position to give informed
consent, respects their right to self-determination, and might even
foster their privacy awareness.

V. DESIGNING USER-CENTERED PRIVACY EXPLANATIONS
In the following section, we will build upon our findings concern-

ing RQ1 to propose appropriate strategies for designing user-centered
privacy explanations. Furthermore, we answer RQ2 by discussing the
results of our user study, in which our concept was evaluated.

Conceptualization - A layered Approach. In order to effectively
inform end users, we need to provide them with an explanation
complexity that fits their background knowledge and needs. In this
context, previous works have argued for the potential of personal-
ized [13] or layered explanations [3], [5]. For our presentation form,
we chose to provide privacy explanations in a layered manner. Note
that the layers do not build upon each other. Instead, each layer
contains its own set of privacy aspects. This way, all necessary
privacy information is readily available and accessible, and users
can decide for themselves which parts they want to read, without
being overloaded with information. Using our defined requirements
for privacy explanations as a basis, we introduce five layers of
privacy explanations. Each layer covers different privacy aspects, and
altogether, they include all necessary privacy information.

The first two layers of the privacy explanation are focused on data
usage, using regular text explanations and contrast. Within the first
layer and in accordance with the 2W1H principle, end users are told
what data is used, why it is used and what happens in case of non-
consent. This baseline explanation is critical for end users’ under-
standing of how their data would be used and enables them to decide,
whether or not to consent to that processing. The second layer of the
privacy explanation is a contrastive explanation, which, as the name
implies, stands in contrast to the baseline explanation. Contemporary
explainability research has found contrastive explanations to be an
effective way to convey information to end users [12]. Within the
contrastive layer of the privacy explanation, we tell users in which
ways their data will not be used, if they choose to permit processing.

A proven presentation form that can provide additional context
to end users are example-based explanations. Adadi and Berrada [12]
state that “amongst agnostic methods, visualization is the most
human-centered technique”. Within the third layer of our privacy
explanation, we opt to provide example-based explanations. Am-
biguous explanations about how data is being processed can lead to
decision that do not suit end users’ actual privacy preferences [14].
Providing a visual example should be an efficient way to solve this
issue. Furthermore, by choosing examples that fit the software system
and its typical use cases (contextual), we can provide additional
context for the end user. Within the forth and fifth layers, we provide
information on additional privacy aspects for interested end users.
In essence, these layers are covering details on data storage and
confidentiality, as described in our previously defined requirements
for privacy explanations. The forth layer explains the circumstances
of data storage and the rights of the end users. The fifth and final

layer consist of a third party explanation, which lists all third parties
who would gain access to the data and briefly states how they might
process it [4].

Results from the Study. When comparing the different types of
explanations with each other, we employed the Wilcoxon Signed-
Rank test to test for statistical significance. With the exception of
the example-based explanation, most participants (85%) perceived
all layers of the privacy explanation to be relevant to their needs.
In particular, participants evaluated the example-based explanation
as less relevant than the baseline explanation (statistically significant
with z = 4.16404, p < 0.00001). While every other explanation
layer was seen as important on average, the examples were only
moderately important to the average participant. While “thinking
aloud”, 15% of participants commented that they thought the ex-
amples were not necessary, as they added no new information, but
only provided another presentation form for privacy aspects that were
already explained. In the vast majority of cases, participants had no
problem understanding the privacy explanations.
In their “Think-Aloud” comments, 26% of participants attributed
this to the explanations being short and concise. 39% highlighted
a positive effect of the layered approach on the explanations’ un-
derstandability. Both the contrastive and the example-based expla-
nations have shown to be suitable forms of privacy explanations,
when it comes to their understandability. In particular, the example-
based explanation was regarded as more understandable than the
baseline explanation (statistically significant with z = −2.53252,
p < 0.01). Furthermore, 43% of participants specifically commented
on the importance of providing helpful examples. 30% of participants
highlighted the importance of the contrastive explanation, remarking
that it addressed some of their pre-existing privacy worries.

Answering RQ2: Concerning the design for privacy explanations,
we find that successful strategies comprise proper explanation types,
using suitable presentation forms, within a layered structure. Both,
the contrastive and example-based explanations have shown to be
understandable and relevant to our participants. Privacy explanations
should stay short and concise. This can be supported by the use of
visual examples. The layered approach was successful in providing
our participants with privacy information in a manner that suits their
needs. The vast majority of participants found the explanations to be
understandable. We attribute this to our layered approach, that broke
up the large amount of information and provided structure to it.

VI. DISCUSSION AND THREATS TO VALIDITY
The first contribution of this work is a comprehensive overview

of relevant information that should be included in a privacy expla-
nation. This information frames the needs an expectations of end
users regarding their privacy and is aligned with our identified 3C-
principle, which shapes our design concept for user-centered privacy
explanations. Context in which privacy explanations are given, as
well as their timing, are of crucial importance [9] and already
embedded in their definition [3]. Making use of examples is a prime
opportunity to provide context, as they can show how a specific
application would process data in a common usage scenario. Notably,
the results of our study have shown a discrepancy between example-
based explanation’s perceived importance and understandability. Even
though the information provided via the examples was seen as the
least important, it was perceived as significantly more understandable
to participants than the textual explanations. In accordance with [12],
we conclude that using visual examples, and thus providing context,
is indeed an effective way to explain privacy information to end users.
However, the examples need to be carefully chosen and should not



include redundant information if possible. According to the GDPR
and backed by the findings of our LR, the contents of privacy
explanations should mainly be characterized by answers to the 2W1H
questions, and should be enriched with non-consent information as
well as information on the storage and retention of private user data.
Information about who has access to their data and whether it is
aggregated or resold might also be considered important by end users.
It is important to note here that not all information is equally relevant
for every user, as different users have different privacy attitudes [3].

Our second contribution are our strategies for designing for user-
centered privacy explanations. The results of our study suggests that
the layered approach is a suitable solution to the issue, as it addresses
the challenge of providing appropriate information granularity for the
different needs of end users. Doing so, we can meet the different
needs, expectations, and attitudes of different end users. We refer to
this as achieving informational completeness. Following this line of
thought, we call our concept user-centered inclusive design, since it
does not exclude any user and takes into account their respective
privacy attitudes. The results of our research on privacy explanations
suggest that they contribute to better understanding, inform and
empower users. Thus, privacy explanations can lead to informed
consent by the end user, which in turn has a positive impact on their
privacy awareness, because users are sensitized through education. In
light of this, genuine informed consent is only possible if both context
and content are appropriately supplied [15], and this is exactly the
approach we would like to address with our proposed user-centered
inclusive design.

A. Threats to Validity
Despite careful planning and execution of our research approach,

there are still some threats to validity regarding our obtained re-
sults. Literature Review. The review process requires a common
understanding of the methods and concepts used by all researchers.
Results could be subject to bias if methods and concepts are mis-
understood. We mitigated this threat by establishing and discussing
a review protocol to achieve a sufficient common understanding.
We formulated inclusion and exclusion criteria to reduce bias due
to subjective decisions in our selection process and conducted the
data analysis independently. When opinions differed, the results were
discussed until consensus was reached among the researchers. User
Study. Although 61 participants provide a substantial sample size,
some of the conclusions might be affected by it and should not
be overgeneralized. Our strategy to select the participants has some
limitations and might not reflect the whole population which may
threaten the global generalizability of our results. The majority of
our participants had profound information technology (IT) knowledge,
i.e., this fact may not consider people who have difficulties operating
software systems. However, we did not find any evidence of this threat
impacting our results. Instead, we gained valuable insights into what
different people think and what their attitudes are toward privacy. The
perception and understandability of explanations is hard to measure.
We handled this threat by using statistical tests where appropriate and
using more qualitative analyses otherwise.

VII. CONCLUSION AND FUTURE WORK
Privacy is one of the human values in software engineering and

is becoming increasingly important in our highly interconnected
world. In order to provide end users with their right to (online)
privacy when using software systems, it is important to enter into
a dialogue with them about a system’s data practices. To this end,
we researched a novel concept of user-centered privacy explanations,

to educate end users regarding their privacy. Based on survey data
and validated through an LR, we elicited high-level requirements
for privacy explanations. We refined the requirements into context,
content and consent (3C-principle) which shaped our design concept
for user-centered privacy explanations. We evaluated our concept in a
user study, by embedding it into a high-fidelity prototype. Our results
suggest that our layered design concept, in line with the identified
3C-principle, enabled participants to understand the privacy aspects
they regarded as important. In conclusion, we hold that our approach
seems to be an appropriate way to communicate complex privacy
information to end users and brighten their sensitivity with respect
to their privacy awareness. As future work, we plan to integrate
privacy explanations into an existing software system, as a next step
to evaluate them in terms of suitability and usability.
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