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Abstract

In data mining solutions, the data selection phase plays
an essential role in the success of decision-making. The
tools that operate at this phase need to cater to each do-
main’s technical and management challenges. Using a
Domain-Specific Modeling Language (DSML), we found
an alternative to abstract data and simplify the selection
for Educational Data Mining (EDM) process. This work
presents a graphic DSML to represent the problem. We used
a case study methodology and implemented a CASE tool for
the language evaluation. We acquired evidence that the pro-
posed language simplifies the data selection phase for EDM
because it solves the technical and management challenges
addressed to this domain.

1 Introduction
Nowadays, there has been a growth in the Educational

Data Mining (EDM) field of research. This area leads with
the development of methods that help examine to collect
data from educational platforms. This area’s main objec-
tives are to understand how students interact in their learn-
ing environments and what they learn. So it turns possible
to propose decision-making actions for better educational
results [1].

Among the phases of the EDM process, there is the data
selection phase. In this phase, the information is identified
among existing data sets and considered during the mod-
eling process. This phase includes choosing which data to
collect and ensuring that the data is coherent with the phe-
nomenon to be analyzed [2].

The tools that operate in this phase generally need to
meet the challenges of the technical aspects of data process-
ing. These challenges are associated with a large amount
of data processing from different sources and the signif-
icant data heterogeneity with structured, semi-structured,
and unstructured data [3]. In addition, it is necessary to
confront two management challenges: First, these solutions
should enable the reuse of the models to understand already
known educational phenomena, such as performance pre-
diction; detection of behavioral patterns; evasion indicators;
etc.; secondly, it is necessary to provide conditions for aca-

demic analysts, who are not experts in data processing and
analysis, conduct an analytical process [2].

Model-Driven Development (MDD) is a development
paradigm that uses models as the primary artifact of the de-
velopment process. In MDD the implementation is (semi)
automatically generated from the models [4]. In construct-
ing an MDD tool for a specific domain, it is needed to define
its modeling language initially. Domain-Specific Modeling
Language (DSML) makes it possible to create rules with
high-level graphic and/or textual definitions. When applied
in an MDD tool, it acts as a spelling and grammar checker,
with validation to avoid syntax errors or typos [5].

This work aims to develop of a Domain-Specific Mod-
eling Language for Educational Data Mining, in which the
solution considers the technical and managerial challenges
of this domain. For this, it was modeled a language and de-
veloped a prototype of an experimental case tool. For vali-
date these artefacts a case study was realized using different
versions of Moodle databases to validate this work.

2 Background
This section presents essential concepts necessary for

proposed solution understanding.

2.1 Domain Specific Modeling Languages (DSML)

As one of the elements used on the MDD, Domain-
Specific Modeling Languages enables the creation of rules
with a high-level graphic and/or textual definition to be con-
verted into a low-level language [4]. The definition of a
DSML involves at least three aspects: the domain concepts
and rules (abstract syntax); the notation used to represent
these concepts—let it be textual or graphical (concrete syn-
tax); and the semantics of the language [4].

The abstract syntax of a DSML is particularized by a
metamodel, which is itself a model and describes the con-
cepts of the language, the relationships among them, and the
structuring rules that constrain the model elements and their
combinations in order to respect the domain rules. The con-
crete syntax provides a realization of its abstract syntax as a
mapping between the metamodel concepts and their textual
or graphical representation. The semantics of a DSML is
normally given with natural language. However, although
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users can normally deduce the meaning of most terms of a
DSML, a computer cannot act on such assumptions [6].

2.2 Design Theories for Visual Notation

Design theories for visual notation provide the scientific
basis for evaluating and designing visual notations. Ac-
cording to Moody [7], two approaches stand out: descrip-
tive theory and prescriptive theory. The descriptive theory
is used only to understand how and why the visual nota-
tions communicate (visual grammar). The prescriptive the-
ory consists of a definition of explicit principles that deal
with the design of visual notation, which handles the trans-
formation of an unconscious process into a self-conscious
process (visual vocabulary) [7].

The anatomy of a good visual notation consists of adding
the definition of graphic symbols (visual vocabulary) to the
rules of composition (visual grammar). To this end, Moody
[7] suggests that some principles for designing and evalu-
ating graphic symbols. The main ones are Semantic Trans-
parency, Visual Expressiveness, Semiotic Clarity, Percep-
tual Discrimination and Graphic Economy [8].

2.3 Related Works

Two works were selected for this article because they
deal with approaches related to structuring the input data of
the EDM process.

The work of Magalhães Júnior [9] is a proposition of
a data model that brings together indicators applicable in
various educational phenomena. The solution lists the at-
tributes used in the different EDM works. Under the focus
of the phenomenon ”student dropout,” a catalog was devel-
oped based on an Entity and Relationship Diagram(DER)
that served as a data integration point. After this step, the
author performed new queries in this intermediate base to
generate the file, which is input in the EDM process. Its
objective was to reduce the efforts to select attributes and
subsequent preparation of the data for the EDM.

Manhães [10] developed an architecture based on three
layers according to EDM concepts: data layer, application
layer, and presentation layer. Although cited, work does
not explain how data collection was performed. The pro-
posed solution describes an architecture layer destined for
the ”selected data”, called Knowledge Repository. It stores
the different student data models used as input on the EDM
process, i.e., a cataloging of data sets able to be mined.

3 Proposed Language
The proposed modeling language represents the flow de-

sign to carry out the first phase of an EDM process - the data
selection. It means the match between a field in a source
database and a field of a target database passed through a
visual notation. Next sections describe this language.

3.1 Language Rules

The DSML requirements necessary for the development
of this research are presented below:

RQ1: To enable the use of data from different data
sources of the educational platforms.

RQ2: To allow different composing and storing data:
relational database, spreadsheets, data warehouse, log file,
data stream, and web data, among others.

RQ3: To allow the cataloging of data structures by edu-
cational phenomenon (knowledge record).

RQ4: To allow the standardization of the ”selected data”
for the EDM process entry independent of the educational
platform. It should also enable the data to continue as a file,
a relational, or a multidimensional model.

3.2 Abstract syntax

The abstract syntax proposed in this work was inspired
by Alencar [11]. It has similarities with the requirements
RQ1, RQ2, and RQ4 listed in Section 3.1 and because of
this, it was aggregated to the metamodel. The proposed
metamodel is detailed in dissertation by Leijden [12] where
the adjustments made are presented and the origin of new
objects is explained.

3.3 Concrete syntax

The visual notation to represent the educational data se-
lection process was developed following the main prescrip-
tive principles proposed by Moody [7]. Here are the details
of each of these principles and how they were considered in
this work:

• Semantic Transparency – defines the visual represen-
tations used in a way that their looks suggest meaning.
Area 2 of Figure 1 shows the list of defined graphic
symbols and the labels for each proposed symbol.

1. ”Base Tool”: represents the input data sources. It is
a classic symbol for databases representation.

2. ”Base Version Tool”: represents the input data
sources. The “V” mark suggests it is a version of the
database.

3. ”Entity Tool”: is a regular blue pentagon with the
letter “E” to represent the variants of the input infor-
mation set. The letter ”E” in the image represents an
allusion to the entity in the ER model.

4. ”Mining Phenomenon”: the mining cart with pre-
cious stones refers to an EDM process. The image
depicts the data sources selected to perform the data
mining process, polished to generate information.

5. ”Educational Phenomenon”: the blue owl on a book
represents the variants of the data sets selected to be
mined. As the owl is a classic symbol representing



education (area of this research), the image represents
the educational phenomenon as an entity.

6. ”Attribute Tool”: a red diamond with the letter “A”
represents the characteristics of each entity. The letter
A refers to the term attribute usually used in the ER
model.

7. ”Sub Attribute Tool”: it is similar to Attribute
Tool but uses different color (yellow). In addition, the
”greater than” sign was inserted to represent depen-
dence with a specific Attribute Tool.

8. ”Association”: the blue double arrow represents re-
lations between entities. The symbol was inspired by
Bachman’s notation [13] which became known as ar-
row notation.

9. ”Flow”: arrows dashed in black. It represents
the equivalence between the attributes of a source and
those of a target entity. It is the component that shows
the data flow.

• Visual Expressiveness-defines how should uses vari-
ables and visual capabilities and how to group strongly
related elements. Area 2 of Figure 1 shows the ele-
ments distributed in 4 groups: ”Source Area”, ”Target
Area”, ”Data Composition” and ”Event Composition”.

”Source Area”: group the elements that represent the
”entry area” concept.

”Target Area”: group the elements that represent the
”data to be mined area” concept.

”Data Composition”: group the elements related
to characteristics and the relation of each entity of
databases (entry and to be mined).

”Event Composition”: : the event symbols. The
dashed arrow represents the flow that the mapped data
goes between origin and educational phenomenon.

• Semiotic clarity - defines that there must be a 1:1
(one-to-one) correspondence between the semantic
constructors (metamodel) and the graphic symbols of
the language. Five metaclasses of the metamodel go
mapping between the semantic constructors and the vi-
sual syntax: ”Base”, ”BaseVersion”, ”Attribute”, ”As-
sociation” and ”Mining Phenomenon”.

• Perceptual Discriminability - defines that different
symbols must be clearly distinguished from each other.
This principle is applied to the graphic symbols and
the model diagramming when the graphical elements
are inserted in the drawing area. It uses the container-
based visual technique to demonstrate the hierarchy
among the elements.

• Graphic Economy - defines that the number of differ-
ent graphic symbols must be cognitively manageable.
In this work, the ”Value” element does not have a sym-
bol associated with its visual representation to limit the
graphic and diagrammatic complexity of the model.

3.4 CASE Tool

Developed using Sirius , the CASE tool is organized into
three regions (Figure 3). Region 1 consists of a drag-and-
drop area for the compositions of a data selection case, Re-
gion 2 shows the components (symbols of the metamodel
elements) placed in a palette tab, and Region 3 offers a prop-
erties tab for the selected objects in the drawing.

Performing data selection in a CASE tool based on meta-
model and modeling language makes the tool automatically
verify possible flaws in creating its routines regarding the
use of symbols (visual vocabulary) and the composition
rules (grammar). The CASE modeling tool can validate the
diagrams, verifying that they follow the established syntax
and semantics. This feature prevents users from misusing
the model’s graphic symbols.
4 Analysis and Discussion

The analysis was conducted by following the method-
ological procedures for the study case presented by Yin
[14]. It aimed to evaluate the modeling language, through
a prototyped CASE tool, regarding the adequacy of its use
in the circumstances of EDM projects, particularly in the
first phase, which is the data selection. Table 1 shows the
synthesis of the way the case study was conducted.

Table 1: Synthesis of the case study

4.1 Context and Measured Variables

The observed variables are connected to the functional
quality of the software. Following the model recommended
by ISO/IEC 9126 (NBR13596) [15], evidence was observed
regarding the variables of adequacy, accuracy, and interop-
erability.

The evidence about the adequacy and interoperability
measures was obtained through observation when simulat-
ing the data selection process adopting the developed proto-



Figure 1: CASE Tool print screen

type and comparing the aspects observed with the require-
ments set out in Section 3.1. Figure 1, area 1, illustrates the
diagrams created in this phase.

As for accuracy assessment, evidence was captured us-
ing the tool while executing modeling simulations that
would violate the rules and restrictions created in the gram-
mar developed in the modeling language.

4.2 Discussion

The planning and execution of the study case were car-
ried out based on the objective of the work following re-
search questions below:

Q1: Does the functional behavior conforms to proposed
by the rule, the meta-modeling, and the language notation
when using the CASE tool?

Q2: The requirements listed in section 3.1 met?
Q3: Can educational analysts, even not being data pro-

cessing experts, increase the autonomy to carry out a data
selection in the EDM process?

The results of these analyzes are depicted below.
Accuracy: During the modeling simulations, it was ob-

served that the rules and restrictions placed on the visual
modeling syntax (metamodel + language) were all taken
into account. For instance, the tool, when correctly used,
did not allow to create a flow from the input base to another
input base; nor did it allow to create a data flow from the
”Mining Phenomenon” to the input base. Especially, the
tool automatically made checks for flaws in the construc-
tion of the modeling that prevented the use of wrong model
components in astray compositions in the process.

Adequacy: By applying the developed prototype, the re-
sult of the diagramming was evaluated, shown in Figure 3,
with the requirements listed in Section 3.1. This analysis
explicitly answers the research question Q2.

Requirement 1 and 2: It could be seen that the tool had
achieved its goal since it was able to represent the modeling
of both data from the xAPI standard, which is in JSON for-
mat, and of the Moodle database, which is a SQL structured
query.

Requirement 3: For the two situations presented in the
case study, the researcher chose to use a known data set
structure, thus seeking to use the concept of knowledge
reuse. Albeit it was possible to represent the modeling of
the known data structure for analysis in EDM, this proposal
does not guarantee such situation since the defined grammar
only makes feasible a future development of an executable
code that accesses some knowledge repository.

Requirement 4: Part of requirement 4, which deals with
the issue of data representation in a semi-structured format,
has not been directly validated.

Nonetheless, we can infer that this condition is valid
by considering that the structure of the meta-modeling pre-
sented for the data referring to the source (which has been
validated) is the same that will represent the selected data
set, target base.

Interoperability: The tool can perform technical interop-
erability, as the solution covers two fundamental problems
in information integration: data exchange and entity reso-
lution [16]. In the tool, data exchange is promoted when
the solution’s ability to represent different arrangements is
demonstrated. As for entity resolution, the tool can identify
and associate the information between data sources in a sin-
gle destination, as depicted by the ”unification of structured
databases” situation.

Given these analyzes, the specific research questions
posed in Section 4.2 were considered and answered.

Regarding Q1, it was found to be true. Evidence was ac-



quired in the analysis of ”accuracy” and, comprehensively,
also obtained in the analysis of ”adequacy”. For the tool to
perform the syntax’s automatic validations, the metamodel
must be defined according to the needs pointed out as re-
quirements of section 3.1.

As for Q2, the answer is explicitly found in the ”ade-
quacy” analysis. The answer to Q3 is obtained while ana-
lyzing the creating process of each diagram. In neither of
the two diagrams created was required the use of program-
ming languages. Everything was done using clicks, moving
graphic elements, and filling properties. This characteristic
is inherent to the MDD technique. It demonstrates that non-
expert users in data processing and analysis can conduct an
analytical process (at least when it comes to the first phase
of the EDM process).

5 Conclusions and Future Work
Throughout this work, it could be perceived, by empiri-

cal analysis, that the language created allows the diagram-
ming of the phase of data selection to be used in EDM
process, without the need for technological knowledge. In
addition, the functional quality of the software was vali-
dated, as displayed in the observation on functional qual-
ity; adequacy, accuracy, and interoperability. Given what
was brought and discussed, the work presented the follow-
ing contributions:

Expressive metamodel - verification made when answer-
ing the Q1 of section 4.2, the functional behavior in the pro-
totype was adherent to what was identified in the rules of
language and what was proposed in meta-modeling and the
language notation.

Cognitively effective notation - the work attends to the
principles proposed by Moody [7].

Functionally adherent to the needs of the domain -
demonstrated in detail in section 4.2, which deals with the
analysis and discussion of the execution of the case study.

Simplification of the phase - verification made when an-
swering Q3 in section 4.2.

As for future works, it is intended: i) to implement ele-
ments of transformation of the MDD. The T2M and M2T
transformations in the following transformation functional-
ities: in the automatic data diagramming, where the data
structure will be obtained from the source and automatically
transformed into the model, and in the automatic generation
of the source codes, so that the built model can be executed
automatically at regular intervals by some task management
tool like crontab, for example; ii) to expand the proposal to
also carry out the pre-processing phase of EDM, promoting
the solution to the ETL environment; iii) to complement
the research validation, which may be an experiment, a par-
ticipant observation and/or a questionnaire based on expert
opinion; and iv) to develop studies of this proposal in the
context of Big Data and Data Lake.
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