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Abstract—Keyphrase extraction (KPE) aims to obtain a set of
phrases from a document that can summarize the main content
of the document. Recently, pre-trained language models (LMs),
especially BERT and ELMo, have achieved remarkable success,
presenting new state-of-the-art results in unsupervised KPE.
However, current pre-trained LMs focus on building language
modeling objectives to learn a general representation, ignoring
the keyphrase-related knowledge. Intuitively, the joint embedding
of the keyphrase set should tend to be close to that of the
extracted document, and far from those of other documents.
In this work, we propose a contrastive learning-based semantic
representation task to further improve BERT for unsupervised
KPE. Particularly, we design a doc-phrase attention module to
generate joint semantic embedding of the keyphrase set as a
positive sample and select other semantically similar documents
as hard negative samples. In the prediction layer, we further add
an accumulated self-attention module to calculate the final scores
of candidate phrases. We compare with eight strong baselines,
and evaluate our model on three publicly available datasets.
Experimental results show that our model is effective and robust
on both long and short documents.

Index Terms—keyphrase extraction, contrastive learning, pre-
trained language models, unsupervised, attention

I. INTRODUCTION

With a vast amount of scientific or non-scientific articles
published online every year, indexing and information retrieval
have become challenging. Keyphrase extraction (KPE) is con-
cerned with automatically extracting a set of representative
phrases from a document that concisely summarizes its content
[1]. It can significantly accelerate the speed of information
retrieval and help people get first-hand information from a long
text quickly and accurately. As a result, automatic keyphrase
extraction is crucial in natural language processing (NLP).

Recently, pre-trained language models (LMs), such as
ELMo [2] and BERT [3], have caused a stir in the KPE
community. These LMs are pre-trained on unlabeled text and
then applied to KPE, in either an embedding-based unsu-
pervised [4], [5] or a supervised [6] manner, both offering
substantial performance boosts. Despite refreshing the state-of-
the-art performance of KPE, the current pre-trained techniques
are not directly optimized for KPE. Typically, these models
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build unsupervised training objectives to capture dependency
between words and learn a general language representation [7],
while rarely considering incorporating keyphrase information
which can provide rich knowledge for KPE. Due to little
knowledge connection between KPE and general language
modeling, how to adapt public pre-trained models to be KPE-
specific remains an open problem.

The embedding-based unsupervised KPE, which has been
widely studied, ensures high retrieval speed and outstanding
performance on certain datasets without a large amount of
annotated data. However, these methods commonly include the
following steps: extracting noun phrases from the document
as candidate phrases, utilizing a pre-trained language model to
generate document and phrase embeddings, calculating each
candidate’s final score independently. During the scoring stage,
they generally use cosine similarity to assess the relevance
between a single candidate phrase and document. However,
the semantic information contained in the keyphrase set, which
expresses the main content of a document, is ignored.

In this paper, we aim to fully utilize the joint semantic
information of the keyphrase set. Inspired by the success of
contrastive learning in computer vision (CV), the most recent
methods are interested in determining whether it could also
assist language models in promoting representation ability
[8]. With the simple intuition that the joint semantics of the
keyphrase set tends be close to its document and be dissimilar
to other document in semantic space, we propose a contrastive
learning-based semantic representation task, which leverages
triplet loss [9] to effectively optimize the representations of
the pre-trained language model.

Specifically, we use BERT [3] language model to en-
code documents and candidate phrases. In triplet loss, we
use the document embeddings as anchors. The doc-phrase
attention module is designed to distinguish keyphrases and
non-keyphrases and generate joint semantic embeddings of
keyphrase sets as positive samples. We also select semantically
similar documents as hard negative samples. In the prediction
stage, we utilize the linear integration of doc-phrase attention
and accumulated self-attention modules to calculate the final
scores of candidate keyphrases.

We compare our model with eight unsupervised keyphrase
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extraction methods on three benchmark datasets. Two datasets
contain short documents, and one contains long documents.
Experimental results show that our model performs better than
or as competitive as the baselines. The main contributions of
this paper are summarized as follows:
• We propose a contrastive learning-based semantic repre-

sentation task to enhance pre-trained LMs for unsuper-
vised KPE;

• We design a doc-phrase attention module to generate
joint semantic embedding contained in keyphrase set and
combine accumulated self-attention module to calculate
the scores for candidate phrases;

• Experimental results show that our model outperforms
eight strong baselines and is robust to identify keyphrases
from both short and long documents of different domains.

II. RELATED WORK

This section briefly describes prior works about unsu-
pervised keyphrase extraction and contrastive self-supervised
learning, which have strong connections with this paper.

A. Unsupervised Keyphrase Extraction

Keyphrase extraction is an important problem in NLP area.
Researchers have developed a wide range of solutions for this
task in the last few years, including supervised and unsuper-
vised methods. In the supervised setting, keyphrase extraction
is usually treated as a classification problem [10], [11] or
text generation [12], [13] task, which needs large amounts of
annotated data for training and are generally domain-specific.
In this paper, we discuss unsupervised keyprhase extraction
only.

Traditional unsupervised methods such as TF-IDF and
YAKE! [14], are statistic-based methods. YAKE! incorporates
five different features for each term to calculate a ranking score
after preprocessing the text by splitting it into individual terms.

In addition, graph-based methods via converting a document
into graphs are popular. Motivated by Brin and Page [15],
TextRank [16] was proposed to rank nodes of graphs con-
structed by word co-occurrence windows and implements
PageRank iteratively. After this, various works attempted to
expand TextRank. SingleRank [17] is one of the modifications
in which the weight of each edge is equal to the number of
co-occurrences of two corresponding words. TopicRank [18]
assigned a salience score to each topic by candidate keyphrase
clustering.

Embedding-based methods rely on notable new develop-
ments in text representation learning by encoding text se-
quences into low-dimension vectors. Hence, embedding-based
unsupervised keyphrase extraction has gained a lot of attention
in recent years. EmbedRank [19] proposed to measure the
text similarity between phrase and document embeddings to
make predictions. Sun et al. [4] proposed SIFRank, which
improves the static embedding of EmbedRank with a pre-
trained language model and a sentence embedding model
SIF [20]. AttentionRank [5] proposed a hybrid attention model

to identify keyphrases from a document. These embedding-
based methods ignore the information carried in the keyphrase
set, while we effectively capture and utilize the information by
a doc-phrase attention module and achieve competitive results.

B. Contrastive Self-Supervised Learning

Self-supervised learning has gained popularity due to its
ability to avoid the cost of annotated large-scale datasets.
It can adopt self-defined pseudo labels as supervision and
use the learned representations for several downstream tasks.
Specifically, contrastive learning has recently become a dom-
inant component in self-supervised learning methods in CV,
NLP, and other domains [21]. Contrastive learning aims to
learn effective representation by pulling semantically close
neighbors together and pushing non-neighbors apart. CERT [8]
applied the back-translation to create augmentations for origi-
nal sentences. Declutr [22] regarded that different spans inside
one document are similar to each others. SCL [23] proposed
a supervised contrastive learning objective to increase the
distance between categories for the fine-tuning stage. Sim-
CSE [24] described an unsupervised approach, which takes
an input sentence and predicts itself in a contrastive objective,
with only standard dropout used as noise. Intuitively, the joint
semantics of the keyphrase set tends to be close to the entire
document, and far from other documents in semantic space.
Therefore, we desingn a contrastive learning-based semantic
representation task to enhance pre-trained language model for
unsupervised KPE.

III. PROBLEM DEFINITION

Keyphrase extraction is the task of automatically selecting
a small set of phrases that summarize the document’s main
content. Formally, given a document d = {w1, w2, . . . , wn}
in dataset D consisting of n words, candidate phrases can
be selected as set C = {c1, c2, . . . , cm}, where m is the
number of candidates. Each candidate ci consists of several
words ci =

{
c1i , c

2
i , . . . , c

l
i

}
. Keyphrase extraction is to select

Top-K candidates from C forming a keyphrase set K =
{k1, k2, . . . , kt} according to their scores, usually t < m.

IV. METHODOLOGY

In this section, we introduce our method in detail. The
overall architecture is illustrated in Figure 1, which can be
divided into three parts: (a) extracting a candidate set C from
a document for the contrastive framework and prediction stage;
(b) our contrastive architecture to enhance BERT model and
(c) the final score calculation strategy for each candidate.

A. Candidate Generation

We use the candidate generation module implemented in
EmbedRank [19]. Firstly, the document is tagged to a sequence
of words with part-of-speech tags. Then, we extract the noun
phrases (NPs) from the sequence according to the part-of-
speech tags using NP-chunker (pattern written by regular



Fig. 1. Overview of Our Method.

expression). The NPs extracted from the document are the can-
didate keyphrases. Specifically, we use the Stanford CoreNLP
to tokenize part-of-speech tags. And regular expression <NN.
* |JJ> * <NN.*> is used to extract noun phrases as candidate
keyphrases.

B. Model Architecture

Existing embedding-based works measure the semantic sim-
ilarity between each candidate phrase and the document inde-
pendently, which ignores the semantic information contained
in the keyphrase set. Intuitively, the joint semantics of the
keyphrase set, which can better describe the main content of
a document, tends to be close to the entire document, but
far from other documents in semantic space. In this part,
we introduce how to generate a joint semantic embedding
from a phrase set and how to model the relationship between
keyphrase set and document embeddings using ontrastive
learning.

1) Encoder: BERT model encodes document d into a
sequence of vectors Ed =

{
e1d, e

2
d, e

3
d, . . . , e

n
d

}
, where edi is

the i-th word’s contextualized embedding in document d from
the last transformer layer.

E = Bert (w1, w2 . . . , wn) (1)

MeanPooling method is adopted to obtain document-level and
phrase-level embeddings.

ed = MeanPooling
(
e1d, e

2
d, e

3
d, . . . , e

n
d

)
(2)

ci = MeanPooling
(
c1i , c

2
i , . . . , c

l
i

)
(3)

2) Doc-Phrase Attention Module: The doc-phrase attention
is designed to measure the importance between candidate
phrases. Considering that only part of the candidate phrases
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are keyphrases, we design a doc-phrase attention module to
distinguish keyphrases from non-keyphrases. The input of doc-
phrase attention module is the embedding of document d and
the embeddings of candidate phrases in set C, where the
former is used as query and the latter is considered as key
and value. The joint semantic embedding of phrase set for
target document d can be calculated as the weighted sum of
ci.

Att (ed, ci) = eTd Wci (4)

αi =
eAtt(ed,ci)∑m
i=1 e

Att(ed,ci)
(5)

et =

m∑
i=1

αici (6)

3) Contrastive supervision: Triplet loss [9] was used as the
overall training objective. In order to ensure fast convergence,
we design an effective strategy to select hard negative samples.

Given the triplets (ea, ep, en) where a, p, n represent anchor,
positive and negative examples respectively, triplet loss aims
to narrow the gap between anchor and positive examples
and distinguish between anchor and negative examples. The
constraint is shown as Equation 7. Typically, a document’s
main content tends to be close to itself and far from other
documents in semantic space. We take the target document
embedding as the anchor, the joint semantic embedding of the
target document as the positive sample and the embedding of
other documents in dataset as the negative samples.

∥ea − ep∥22 +m < ∥ea − en∥22 ,∀ (ea, ep, en) ∈ R (7)

The loss function can be defined as the following:

L =
∑
d∈D

[
∥ead − epd∥

2

2
− ∥ead − end∥

2
2 +m

]
+

(8)
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Fig. 2. Visualization Example of The Accumulated Self-attention Module.

where ead and end represent the embedding of target docu-
ment and the embedding of other documents calculated by
Equation 2. Furthermore, epd represents the joint semantic
embedding of target document’s phrase set calculated by
Equation 6 and m denotes margin.

In addition, it is crucial to select or mining triplets that
violate the triplet constraint in Equation 7. This means that,
given ea we need select an ep (hard positive) such that
argmaxep ∥ea − ep∥22 and similarly en (hard negative) such
that argmaxen ∥ea − en∥22. We select documents that are
semantically closer to the target document as negative exam-
ples. As for the positive example, according to experimental
results, the joint semantic embedding generated by doc-phrase
attention module can meet the triplet loss requirements.

C. Prediction Strategy

1) Accumulated Self-attention Module: Motivated by [5],
[25], we extract self-attention weights of the words from the
BERT. As shown in Figure 2, we sum the attention weights
that a phrase received in the document, and all the noun
phrases are highlighted. The higher self-attention it receives,
the darker the noun chunk is. Intuitively, noun phrases with
darker colors should be selected as keywords with higher
probabilities. The calculating method is introduced as follows.

To obtain the attention value rw of the word w within a
sentence, we sum the attentions rw′w that a word w received
from other words w′ within the same sentence s, shown as
Equation 9. This attention value rw represents the importance
of the word within the context of a sentence.

rw =
∑
w′∈s

rw′w (9)

To calculate the self-attention of a candidate c in sentence
j, we add up the attentions of the words in c, shown as
Equation 10.

rcj =
∑
w∈c

rw (10)

The document level self-attention value of candidate c is
computed as the sum of all self-attention values of c in each
sentence of document d, shown as Equation 11.

rc =
∑
j∈d

rcj (11)

2) Final Score Calculation: For document d, the doc-
phrase attention value αc and the accumulated self-attention
value rc are calculated and normalized separately for each
candidates. The final score of a candidate is generated by

TABLE I
STATISTICS OF THE THREE DATASETS.

Dataset
Documents Keyphrases

Total Type AveWords AveSentences Total AveNumber AveLength

Inspec 500 Abstracts 134 6 4912 9.8 2.3
SemEval2017 493 Paragraph 168 7 8529 17.3 3
SemEval2010 243 Full papers 8154 369 3662 15.1 2.1

linear integration of these two values using Equation 12, where
β ∈ [0, 1].

Sc = β ∗ rc + (1− β) ∗ αc (12)

V. EXPERIMENTS

In this section, we first set up the experiments by preparing
the datasets and introducing the comparison methods, and then
report the results of conducted experiments to demonstrate the
effectiveness of the proposed method.

A. Datasets and Evaluation Metrics

To fully evaluate the performance of our model, we tes-
tify it on three benchmark datasets. The statistics of the
three datasets are shown in Table I. Datasets Inspec [26]
and SemEval2017 [27] contain short documents, whereas
SemEval2010 [28] contains long documents.

The Inspec dataset consists of 2000 short documents se-
lected from scientific journal abstracts. There are 1000 docu-
ments for training, 500 for validation and 500 for test. We use
the test part to validate our model in this paper.

The SemEval2017 dataset is the Task 10 in SemEval2017
competition. It contains 493 paragraphs selected from Sci-
enceDirect journal, covering computer science, materials sci-
ence and physics. Each document is annotated with keyphrases
by an undergraduate and an expert.

The SemEval2010 dataset consists of 243 full papers from
the ACM Digital Library. The articles are purposefully se-
lected from four different areas.

B. Baselines

We compared our model with eight keyphrase extraction
methods which are all unsupervised models in three types:
statistic-based model, graph-based model and embedding-
based model. The statistic-based models are TF-IDF and
YAKE! [14]. The graph-based models are TopicRank [18],
PositionRank [29] and SingleRank [17]. The embedding-based
models are EmbedRank [19], SIFRank [4] and Attention-
Rank [5].These baselines all generate candidates using noun
phrases without any additional steps. We used PKE to run
SingleRank, RAKE, and TopicRank. The published GitHub
code of YAKE!, PositionRank, EmbedRank, SIFRank and
AttentionRank were used to produce the results on the selected

https://github.com/boudinfl/pke
https://github.com/LIAAD/yake
https://github.com/ymym3412/position-rank
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https://github.com/hd10-iupui/AttentionRank
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TABLE II
MODEL COMPARISION WITH PRECISION(P), RECALL(R), AND

F-SCORE(F1) @5, @10, @15 ON THREE BENCHMARK DATASETS. N IS
THE NUMBER EXTRACTED FROM A SINGLE DOCUMENT BY THE MODELS.

THE BEST PERFORMANCES ARE BOLD.

N Method Inspec SemEval2017 SemEval2010
P R F1 P R F1 P R F1

5

TF-IDF 16.71 8.51 11.28 28.31 8.18 12.69 14.93 4.72 7.17
YAKE! 25.04 11 15.29 24.79 7.96 12.05 16.87 5.65 8.46

TopicRank 27.4 11.93 16.62 38.13 11.02 17.1 10.37 3.52 5.26
PositionRank 29.8 12.15 17.26 40.65 11.75 18.23 5.16 1.62 2.47
SingleRank 30.26 12.24 17.43 40.57 12.6 19.23 2.33 1.41 1.76
EmbedRank 33.77 12.43 18.17 44.72 12.93 20.06 3.29 1.1 1.65

AttentionRank 35.44 12.72 18.72 45.27 13.15 20.38 19.51 6.3 9.52
SIFRank 39.64 13.83 20.51 45.16 13.23 20.46 11.44 3.83 5.74

Ours 39.04 14.01 20.61 47.30 13.74 21.30 22.22 7.18 10.85

10

TF-IDF 13.76 14.01 13.88 22.19 12.83 16.26 13.18 9.59 11.1
YAKE! 19.48 16.67 17.97 23.33 14.86 18.16 14.94 10 11.98

TopicRank 27.11 22.27 24.45 30.87 17.84 22.61 9.26 6.2 7.43
PositionRank 28.04 23.25 25.42 33.1 20.2 25.09 4.61 3.05 3.67
SingleRank 28.32 23.43 25.64 35.25 20.38 25.83 2.23 2.53 2.37
EmbedRank 29.97 22.3 25.57 37.48 23.21 28.67 3.58 2.34 2.83

AttentionRank 31.47 23.15 26.68 39.66 23.03 29.14 16.83 10.87 13.21
SIFRank 35.89 24.77 29.31 40.31 23.32 29.55 7.82 5.18 6.23

Ours 34.06 24.25 28.33 41.52 24.12 30.52 19.18 12.39 15.05

15

TF-IDF 11.44 17.47 13.83 18.01 15.62 16.73 12.16 11.39 11.76
YAKE! 17.12 21.7 19.14 21.41 20.07 20.72 12.87 12.86 12.86

TopicRank 24.09 29.04 26.33 26.85 23.17 24.87 7.98 8.06 8.02
PositionRank 24.59 28.53 26.41 29 26.5 27.69 4.15 4.02 4.08
SingleRank 27.34 27.26 27.3 32.95 28.48 30.55 2.62 4.37 3.28
EmbedRank 26.41 30.2 28.18 34.68 29.61 31.95 3.65 3.63 3.64

AttentionRank 28.43 29.09 28.76 35.26 30.64 32.79 14.24 13.79 14.01
SIFRank 30.84 30.98 30.91 35.90 31.10 33.33 6.20 6.11 6.15

Ours 29.53 30.57 30.04 37.05 32.25 34.48 16.27 15.76 16.01

datasets. It is worth noting that the produced results of the
baselines are slightly higher or lower than the results presented
in the original papers.

C. Experiment Settings

In the experiment, we use ”bert-base-uncased” as our pre-
trained model. Our model is optimized using Adam with 1e-5
learning rate and 8 batch sizes. We use maximum sequence
length 512. The number of negative samples is 2. For all
datasets, we set the linear combination ratio β to be 0.5 for
Inspec and 0.8 for SemEval2017 and SemEval2010. For the
baseline methods, the parameters published on the correspond-
ing GitHub were used. All of the models are implemented
under PyTorch running on 2 NVIDIA Tesla T4 GPUs.

D. Results

Table II shows the results of Precision, Recall and F1 @5,
10, and 15 using our model and baseline models on three
datasets.

Short document. The results show that the embedding-
based methods, including our model, perform better than the
statistic-based (TF-IDF and YAKE!) and graph-based algo-
rithms (SingleRank, TopicRank, and PositionRank) on short
document sets (Inspec and SemEval 2017). Statistic-based and
graph-based unsupervised methods, despite their simplicity, do
not perform as well as other methods on short documents, for
which semantic information is assumed to be very important.

SIFRank performs slightly better than our model on Inspec.
It works better than our model when K is set to 10 or 15.

Fig. 3. Evaluation of the Linear Proportions’ Impact on Performance.

Nevertheless, our model has a slightly better F1 than SIFRank
and other baselines when the top 5 candidates are used for
evaluation. Moreover, our model outperforms SIFRank on
SemEval2017 dataset. It shows that our method performs
competitively with SIFRank.

Long document. Our method shows advantage on long
document set SemEval2010. The F1 value is at least 1.3% bet-
ter than the highest baseline. Statistic-based methods achieve
prominent results than other baselines on long documents.
This may indicate that for long documents, statistical features
such as word frequency and inverse document frequency are
more important for the selection of keyphrases. Existing graph-
based methods and embedding-based methods have difficulty
in capturing these features, which can be well solved in our
method.

E. Impact of hyperparameters

Our model linearly integrates the doc-phrase attention value
and the accumulated self-attention value to measure the impor-
tance of a candidate phrase. We study the influence of the two
modules by adjusting β (in Equation 12) from 0 to 1. Figure 3
shows that the best ratio is different for different datasets.

For short document datasets such as Inspec and Se-
mEval2017, the addition of both parts of the attention values
can improve the model performance. Specifically, for dataset
Inspec, F1 value is highest when β is round 0.5. For Se-
mEval2017, the best performance can be achieved when β is
set to 0.5, 0.8 and 0.8. However, the contribution of accumu-
lated self-attention value is higher than doc-phrase attention
value for long ducument dataset-SemEval2010. When β is set
to 1, the model achieves the best performance, which means
only accumulated self-attention value is needed to find the
keyphrases.

We consider that the accumulated self-attention module
captures the repetition of the keyphrases implicitly through



the self-attention weights accumulation over the document.
However, for short document dataset like Inspec, the doc-
phrase attention value has more impact. Since there are only
a few sentences in a document, the repetition of the phrases is
low. Nonetheless, the contextual relevance among keyphrases
and sentences and documents still needs to be emphasized.

VI. CONCLUSION

This paper proposes a contrastive learning-based semantic
representation task to enhance pre-trained language model for
unsupervised keyphrase extraction, which takes advantage of
triple loss to combine the target document, joint information
of keyphrase set, and other documents in semantic space. We
utilize a doc-phrase attention module and an accumulated self-
attention module to rank candidate phrases. The doc-phrase
attention is designed to measure the importance between can-
didate phrases. The accumulated self-attention module aims to
determine the importance of a candidate phrase in the context
of the document. We compared the proposed model with eight
strong baselines on three benchmark datasets, including two
short document datasets and one long document dataset. Our
model gains a better or competitive F1@5, 10, and 15 on
all datasets. The ablation study shows that accumulated self-
attention has a higher contribution to the long document set.
The linear integration of the two attention modules shows the
best results for short documents. In conclusion, our model
is an efficient and robust unsupervised method for keyphrase
extraction task, which regards the keyphrase set as a whole
and fully leverages the semantic information from keyphrase
set and document.
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