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Abstract

Gambling websites do great harm to society and many
even cause serious network crime. To identify the gambling
websites, many machine learning based methods are pro-
posed by analysing the URL, the text, and the images of the
websites. Nevertheless, most of them ignore one important
information, i.e., the text within the website images. The
text on the images of gambling websites has keywords that
clearly point to such websites. Motivated by this, in this
paper, we propose an co-training based gambling website
identification method by combining the visual and semantic
features of the website screenshots. First, we extract text
information from webpage screenshots through the optical
character recognition (OCR) technique. Then we train an
image classifier based on a convolutional neural network
(CNN) and a text classifier based on TextRNN respectively
from image view and text view. Second, the two classi-
fiers are retrained on unlabeled data with the co-training
algorithm. Third, we conduct experiments on the webpage
screenshot dataset we collected. The experimental results
indicate that OCR text has strong semantic feature and the
proposed method can effectively improve the performance
in identifying gambling websites.

Index terms— Co-training, Convolutional Neural Net-
work, TextRNN.

1 Introduction
Nowadays, most people get information from the Inter-

net. However, the Internet is full of malicious content, espe-
cially gambling websites, which are on the edge of network
crime and do great harm to the society. Due to the huge
number and continuous updating of gambling websites, it
is difficult to identify manually. Therefore, it is necessary
to design an automatic, efficient, and accurate method to
identify gambling websites.

The existing malicious website identification methods
could be classified into black-list based, URL based [1, 2,
3], webpage content based [4, 5, 6, 7] and mixed-features
based [8, 9]. Black-list based methods establish a black list
by collecting the malicious URLs or domain names. It is
labor-intensive to establish and maintain the black list, and
the detection efficiency is slow. URL based methods extract
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Figure 1: The text information on the website images

features from URLs for classification. However, because
the URLs contain insufficient information, the identifica-
tion accuracy of URL based methods is not high. Webpage
content based methods extract content features from web-
pages for identification, such as HTML text, image, link,
JavaScript code, etc. Mixed-feature based methods com-
bine different features to improve the accuracy of classifica-
tion. For both webpage content based methods and mixed-
feature based methods, when extracting visual features from
images for gambling websites identification, the accuracy
of them is not too high due to the high complexity of the
image.

However, in our study, we find that there are some text
information on website images that has strong semantic fea-
tures and can be used to identify gambling websites. Fig-
ure 1 shows an example of a gambling website that has the
text ”投注0%风险,稳赚不赔” (the text in English means
that ”there is no risk of betting and you can earn money
without loss”). The word ”投注” (”betting”) clearly points
to gambling. In order to avoid the keyword matching de-
tection methods, some gambling websites do not have such
obvious keywords in the html text, but in the website im-
ages. There are two challenges to solve the problem: the
one challenge is how to extract the text information within
the images of websites. The other challenge is how to com-
bine image and the text information to identify gambling
websites.

Motivated by this, in this paper, we propose an co-
training based gambling websites identification method,
which extracts visual and semantic features of webpage
screenshots, and utilizes unlabeled data to improve the per-
formance of classification models. The idea of co-training
is to benefit from two (or more) models which are trained
from different views. These views may be obtained from
multiple sources or different feature subsets (e.g., image
is a view and text is another view). The two models are
complementary to one another and can help correct each



other when they make mistakes. Naturally, the idea of co-
training suits the task of learning a classification system
from the image and the text view to identify gambling web-
sites. Specifically, the proposed method is implemented
as follows. Firstly, we extract text information from web-
page screenshots by OCR [10] technique. Then, we train
an image classifier based on CNN [11]. and a text classifier
based on TextRNN [12] respectively from image view and
text view. Finally, we retrain the image and text classifiers
on unlabeled data with the co-training algorithm. The pro-
posed method has the following advantages: (i) It extracts
text information on website images which has strong se-
mantic features and is useful in identifying gambling web-
sites. (ii) It proposes a gambling websites identification
method based on the multi-view semi-supervised learning
algorithm (co-training) which uses unlabeled data to im-
prove the performance of the classification model. (iii) It
combines mixed-feature based identification method with
semi-supervised learning to better identify gambling web-
sites. The main contributions of this paper are as follows.

1. We propose an co-training based gambling websites
identification method in this study. Compared to ex-
isting methods, this method make full use of the visual
feature and key semantic feature of webpage screen-
shots. Through the multi-view semi-supervised learn-
ing (co-training) algorithm, this method utilizes a large
number of unlabeled data to improve the performance
of classification models.

2. We use OCR technique to extract the text informa-
tion on webpage screenshots which has strong seman-
tic features. Then, we train an image classifier based
on CNN and a text classifier based on TextRNN re-
spectively from image view and text view. Finally, we
retrain the image and text classifiers on unlabeled data
with the co-training algorithm to improve the perfor-
mance of the two classifiers.

3. We evaluate the proposed method by conducting ex-
periments in the gambling dataset we collected. The
experimental results show that the proposed method
can effectively improve the performance of classifiers
in terms of precision, recall, and F1-score.

2 Background
Co-training. The traditional supervised learning method

uses a large number of labeled data to establish a model and
predict the labels of unknown instances. If only a small
number of labeled data is used, the trained model is diffi-
cult to have strong generalization ability. Semi-supervised
learning attempts to make the machine automatically use
a large number of unlabeled data to assist a small number
of labeled data in learning. The goal is to obtain the best
generalization performance on these unlabeled data [13].
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Figure 2: Base framework of co-training

Co-training [14, 15, 16] is a multi-view semi-supervised
classification algorithm which improves the generalization
performance of models by combining two (or more) classi-
fiers trained from different views. Firstly, the labeled data is
used to train the classifiers under different views. Then the
classifiers predict on unlabeled data and label the samples
with high prediction confidence. The samples that are la-
beled with pseudo-labels are added to the training datasets
of other classifiers for retraining. Co-training is shown in
Figure 2.

Different views exchange the prediction labels of unla-
beled samples to realize the information exchange. The co-
training algorithm is based on two key assumptions. The
one assumption is that each view contains enough infor-
mation to build the optimal learner. The other assump-
tion is that the two (or more) views are independent un-
der the condition of a given class label. Although the pro-
cess of co-training algorithm is simple, the theory proves
that if the two views satisfy the two key assumptions, the
generalization of weak classifiers can be improved to any
high level through co-training using unlabeled data. The
two key assumptions are often difficult to satisfy in real
tasks, so the performance improvement will not be so large.
However, research shows that co-training can effectively
improve the performance of weak classifiers [13]. Qiao
et al. [17] present Deep Co-Training (DCT) based on co-
training framework for semi-supervised image recognition,
which improves the accuracy of models. Katz et al. [18]
propose an ensemble-based co-training approach that make
use of unlabeled text data to improve text classification
when labeled data is very small.

3 Methodology
3.1 Overview of the Proposed Method

Figure 3 shows our method based on co-training for gam-
bling website identification. The webpage screenshot data
can be divided into two views: one is the image view data,
and the other is the text view data on the image which can
be extracted by OCR. Although the image and text data



Train

Predict

Gambling Webpage Screenshots

Normal Webpage Screenshots OCR
View B

Text Data

View A

Image Data
CNN

TextRNN

Labeled Data

Unknown Webpage Screenshots

Unlabeled Data

View B

Text Data

View A

Image Data
CNN

TextRNN

Prediction 
Label

OCR
Text Data

Image Data

Add Samples

Predicted from view A

Predicted from view B

High  Confidence Samples

Figure 3: Overall framework of the proposed method.
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Figure 4: The image classifier based on CNN

are extracted from the same webpage screenshot, they are
from different views, satisfying the sufficient redundancy
and conditional independence of co-training.

First, we extract text messages on webpage screenshots
by OCR technique. The webpage screenshots are the data of
view A (image view) and the OCR texts are the data of view
B (text view). We train an image classifier based on CNN
and a text classifier based on TextRNN respectively from
view A and view B on labeled data. Second, the unlabeled
data are predicted from view A and view B. The samples
with high prediction confidence are selected and labeled.
The image data of the selected samples predicted from text
view are added to the training dataset of the image classifier.
Similarly, the text data of the selected samples predicted
from image view are added to the training dataset of the
text classifier. Third, the two classifiers are retrained with
new training datasets.

3.2 Image Classifier based on CNN

The image classifier is constructed based on the CNN
model. The input are webpage screenshots and the output
of the fully-connected network are prediction labels, which
are gambling or normal. The image classifier based on CNN
is shown in Figure 4.

We stack 3 × 3 small convolutional kernels to construct
convolutional networks instead of using large convolutional
kernels like 7 × 7. Because the receptive field of a small
convolutional kernel is smaller, it can extract finer-grained
image features. In addition, a larger convolutional kernel
requires more computation than a small one. Thus, we stack
several 3 × 3 kernels to construct the CNN model. We add
an adaptive pooling layer after convolutional layers so that
the model can process the input of different sizes.

1x 2x 3x tx

Figure 5: The text classifier based on TextRNN

3.3 Text Classifier based on TextRNN

A text classifier is constructed based on TextRNN, the
input is text data of webpage screenshots extracted by OCR
technique. We use pre-trained word vectors as embedding
representation, the output of hidden layer at moment t is
semantic feature and input to fully-connected layer for clas-
sification. The text classifier based on TextRNN is shown
in Figure 5.

We use the Sogou News Chinese corpus to train the pre-
trained word vector as the embedding layer. Words in the
word list are represented as word vectors, words not in the
word list are represented as random vectors, and the dimen-
sion of word vectors is 300. In hidden layers we use Bi-
LSTM, and each LSTM unit has the following vectors in
the time step t: An input gate it, an output gate ot, a for-
getting gate ft, a memory unit ct, and hidden layer state ht.
The input gate it process the input of the current sequence
position. The forgetting gate ft determines what informa-
tion is discarded from the cell.

3.4 Co-training of Image and Text Classifiers

First, we train image and text classifiers on labeled
dataset L =

{
(xA

i , x
B
i , yi)|i = 1, . . . , N

}
. Where xA

i is
the image data of sample xi, xB

i is the text data of sam-
ple xi, yi is the label, and N is the total number of sam-
ples. Second, the image classifier predicts on unlabeled
dataset U =

{
(xA

i , x
B
i )|i = 1, . . . ,M

}
, select p positive

samples and q negative samples with high prediction con-
fidence. Text data

{
(xB

t , yt)|t = 1, . . . , p+ q
}

of selected
samples is added to the training dataset LB of the text clas-
sifiers. The labels {yt|t = 1, . . . , p+ q} are pseudo-labels.
Similarly, p + q samples with high prediction confidence



Algorithm 1 Co-training of image and text classifiers
Input:
Labeled dataset L =

{
(xA

i , x
B
i , yi)|i = 1, . . . , N

}
,

Unlabeled dataset U =
{
(xA

i , x
B
i )|i = 1, . . . ,M

}
,

Iteration number g,
The confidence threshold θ.
Output:
The trained image and text classifiers.
Process:

1: Train an image classifier based on CNN on labeled
dataset LA =

{
(xA

i , yi)|i = 1, . . . , N
}

.
2: Train a text classifier based on TextRNN on labeled

dataset LB =
{
(xB

i , yi)|i = 1, . . . , N
}

.
3: The image classifier predicts on unlabeled dataset U

and selects p positive samples and q negative sam-
ples with confidence higher than θ. And these p +
q selected samples are added to the training dataset
of the text classifier. The new dataset LB ={
(xB

i , yi)|i = 1, . . . , N + p+ q
}

.
4: The text classifier predicts on unlabeled dataset U

and selects p positive samples and q negative sam-
ples with confidence higher than θ. And these p +
q selected samples are added to the training dataset
of the image classifier. The new dataset LA ={
(xA

i , yi)|i = 1, . . . , N + p+ q
}

.
5: Remove the selected 2p+ 2q samples from U .
6: Retrain the image classifier on the new dataset LA.
7: Retrain the text classifier on the new dataset LB .
8: Repeat steps 3 to 7 g times.

that predicted by the text classifier are added to the training
dataset LA of the image classifier. Third, image and text
classifiers are retrained on new training datasets LA and
LB . The above process is repeated several times, The al-
gorithm is as Algorithm 1.

4 Experiments and Analysis
Datasets. We use crawlers to get webpage screenshots

of the website on the Internet. We collect 1600 webpage
screenshots, including 800 of gambling and 800 of nor-
mal (including movie, science, education, traffic, shopping,
medical, etc.). These images are labeled to form the dataset
LA. We extract text data from webpage screenshots by
OCR. These text data are preprocessed to form the dataset
LB . In addition, a lot of webpage screenshots are collected
and used for unlabeled dataset U . A total of 600 webpage
screenshots of gambling and normal websites constitute the
test dataset TA and 600 OCR text data constitute the test
dataset TB .

Evaluation metrics. In this paper, we use three evalu-
ation metrics to evaluate the method, including Precision,
Recall, and F1-score.

Table 1: Results of CNN-5 and Resnet34

Evaluation metrics Model Gambling Normal Overall

Precision Resnet34 0.7639 0.8958 0.8299
CNN-5 0.8364 0.9111 0.8737

Recall Resnet34 0.9167 0.7167 0.8167
CNN-5 0.9200 0.8200 0.8700

F1 Resnet34 0.8333 0.7963 0.8148
CNN-5 0.8762 0.8632 0.8697

Table 2: Results of TextRNN on OCR text and html text

Evaluation metrics Data Gambling Normal Overall

Precision html text 0.9052 0.9218 0.9135
OCR text 0.9794 0.9515 0.9654

Rrcall html text 0.9233 0.9033 0.9133
OCR text 0.9500 0.9800 0.9650

F1 html text 0.9142 0.9125 0.9133
OCR text 0.9645 0.9655 0.9650

4.1 Image Classification based on CNN

We construct an image classifier named CNN-5 and
stack five 3 × 3 small kernels in convolutional layers as
the feature extraction module. After the last convolutional
layer, an adaptive pooling layer is added to unify the image
output size, and then a fully-connected layer is connected as
the classification module. We also do the same experiment
on the pre-trained model Resnet34 for comparison. When
using the Resnet34 pre-trained model, we freeze all feature
extraction modules, that is, all convolution layers, and up-
date the weight of the fully-connected network of the clas-
sification module. The two models are trained on labeled
image dataset LA. The test results of CNN-5 and Resnet34
on the test dataset TA are shown in Table 1.

From Table 1, we can observe that the test result on Pre-
cision, Recall, and F1-score of CNN-5 is better than that of
the Resnet34 pre-trained model. At the same time, because
the CNN-5 model only uses five small convolutional ker-
nels and one fully-connected layer, the training speed of the
CNN-5 model is faster. We choose the CNN-5 model as the
image classifier of co-training.

4.2 Text Classification based on TextRNN

When constructing a text classifier based on TextRNN,
we use two bidirectional LSTM layers and one fully-
connected layer. The dimension of word vectors is 300 and
the hidden size of two bidirectional LSTM layers is 128.
We do the text classification experiment both on OCR text
extracted from the webpage screenshots and html text. The
test results on the test dataset TB are shown in Table 2.

From Table 2, we can see that the test result on Preci-
sion, Recall, and F1-score of using OCR text is better than
that of using html text. The screenshots of webpage may
contain some key text information that is not contained in
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Figure 6: Performance of CNN-5 and TextRNN with differ-
ent numbers of samples selected in one iteration

html. So it is necessary to extract text information from
webpage screenshots by OCR. The text in the image has
strong semantic features and is useful for identifying gam-
bling websites.

4.3 The Number of Samples Selected in One Iteration

In this paper, the number of samples selected in one it-
eration is an important factor. In one iteration, p positive
samples and q negative samples with confidence higher than
threshold θ are selected. If we select a few samples, the effi-
ciency of the algorithm is low. If we select a lot of samples,
we may introduce some noisy samples with wrong labels.
To obtain appropriate number p and q of samples selected,
we perform the experiments with different numbers of sam-
ples. The experimental results are shown in Figure 6.

From Figure 6, we can observe that when the number
p and q of samples selected in one iteration is 20, the per-
formance of CNN-5 and TextRNN is poor, and the perfor-
mance is better as the number increases. When the num-
ber is 40, CNN-5 obtain the best performance, when the
number is 50, TextRNN obtain the best performance. After
that, as the number increases, the performance of CNN-5
and TextRNN deteriorates. This phenomenon may be ex-
plained by the fact that when we select a small number of
samples, we may lose a lot of useful samples. When we
select a large number of samples, we may introduce some
noisy samples with wrong labels, and the performance will
decrease. When the number is within an appropriate range,
we can avoid introducing noisy samples as much as possible
and retain more useful samples for classification.

4.4 Co-training of CNN-5 and TextRNN

After the initial training of CNN-5 and TextRNN, the
next step is to retrain the two classifiers with co-training.
We set the prediction confidence threshold θ to 0.8, the
number p and q of samples selected in one iteration to 50,
and the iteration number g to 6. After six iterations of re-
training on the unlabeled dataset U , the co-training of CNN-
5 and TextRNN is completed, named Co-CNN-5 and Co-

Table 3: Results of CNN-5 and TextRNN after co-training

Evaluation metrics Model Gambling Normal Overall

Precision

CNN-5 0.8364 0.9111 0.8737
Co-CNN-5 0.8947 0.9054 0.9001
TextRNN 0.9794 0.9515 0.9654

Co-TextRNN 0.9739 0.9932 0.9835

Recall

CNN-5 0.9200 0.8200 0.8700
Co-CNN-5 0.9067 0.8933 0.9000
TextRNN 0.9500 0.9800 0.9650

Co-TextRNN 0.9933 0.9733 0.9833

F1

CNN-5 0.8762 0.8632 0.8697
Co-CNN-5 0.9007 0.8993 0.9000
TextRNN 0.9645 0.9655 0.9650

Co-TextRNN 0.9835 0.9832 0.9833

Figure 7: The performance of CNN-5 and TextRNN in dif-
ferent iterations of co-training

TextRNN. The test results of Co-CNN-5 and Co-TextRNN
on the test datasets TA and TB are shown in Table 3.

From Table 3, we can observe that after co-training, the
test results on Precision, Recall, and F1-score of Co-CNN-
5 and Co-TextRNN are better than that of CNN-5 and Tex-
tRNN before co-training. It indicates that the performance
of the two classifiers are improved after co-training, and
proves the effectiveness of the proposed method.

Meanwhile, the performance of CNN-5 and TextRNN in
different iterations of co-training is shown in Figure 7. We
can observe from Figure 7 that the F1-score of the CNN-5
and TextRNN shows an overall upward trend with the in-
crease of the number of iterations. It infers that if the num-
ber of selected samples in one iteration is within an appro-
priate range, we can avoid introducing noisy samples and
select more useful samples to improve the performance of
classification models with co-training. We can observe that
the performance of TextRNN is much better than CNN-5,
this may be because the visual feature of webpage screen-
shots is too complex and the OCR text on the image has
strong semantic features.



5 Related Work

URLs based methods extract features from URLs for
classification. Fan et al. [1] identify illegal websites by de-
tecting whether the unknown website contains illegal URL
features. Garera et al. [2] study four different types of URL
confusion structures used in phishing attacks, propose 18
URL features, and classify websites by logistic regression.
Ma et al. [3] propose a website classification method based
on URL features, which integrates the vocabulary features
and domain name features of URLs. However, because
the URLs contain insufficient features and information, the
identification accuracy of URLs based methods is not high.

Webpage content-based methods extract content features
from webpages for identification, such as HTML text, im-
age, link, JavaScript code, and so on. Zhang et al. [4] ex-
tracted Chinese text from webpages and used text classifi-
cation technology to classify webpages according to differ-
ent themes. Li et al. [5] extract visual features from web-
page screenshots to identify gambling and porn websites.
Cernica et al. [6] propose a method that combines multiple
techniques together with Computer Vision technique to de-
tect phishing webpages. Jain et al. [7] propose a phishing
website detection method by analyzing the hyperlinks in the
webpage.

Mixed-feature-based methods combine different features
to improve the accuracy of classification. Zhang et al. [8]
propose a two-stage extreme learning machine for phishing
website detection based on the mixed features of URL, web,
and text content. Chen et al. [9] extract features from im-
ages and text in the webpages to detect gambling and porn
websites.

6 Conclusion

In this paper, we propose a gambling websites identifi-
cation method based on co-traning that extracts visual and
semantic features of webpage screenshots and utilizes un-
labeled data to improve the performance of classification
models. We use OCR technique to extract text information
in the webpage screenshots, the OCR text has strong seman-
tic feature and is useful for identifying gambling websites.
Then we construct an image classifier based on CNN and
a text classifier based on TextRNN, the two classifiers are
respectively trained from image view and text view. We re-
train the image and text classifiers on unlabeled data with
co-training algorithm. The experimental results indicate
that the proposed method can effectively improve the per-
formance of classifiers.
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