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Abstract—In the post-epidemic era, Masked Face Recognition
(MFR) is of great significance to our daily life, but it confronts
a severe challenge of lacking real-world large-scale masked
face datasets with identity labels. Moreover, mask enhances the
diversity of face images and further improves the requirements
for datasets. To address the above problem, we propose a novel
CycleGAN-based masked face generation method MaskedFace-
GAN (MFGAN), which is able to generate correct, authentic-
looking and type-diverse masked face while ensuring the invari-
ance of facial features. We design a three-stage training pipeline
for MFGAN, which corresponds to three modules, respectively.
Specifically, a facial feature detector is adopted to guide the model
to generate the correct mask in the correct position. Then, by
utilizing a mask binary segmentation module, the authenticity
of generated images can be guaranteed. Lastly, with mask style
encoder, the model can be optimized towards generating type-
diverse masked faces. Finally, comparing with advanced masked
face synthesis and generation methods comprehensively, our
MFGAN achieves the best results. Then we apply the generated
masked face datasets to MFR model training, which further
proves the feasibility of training MFR models on generated
datasets and the effectiveness and advancement of MFGAN
compared with other state-of-the-art methods.

Index Terms—Masked Face Generation,
Translation, Mask Style Encoder

Image-to-Image

I. INTRODUCTION

In recent years, benefiting from the advancement of Con-
volutional Neural Networks (CNNs), face recognition has
developed rapidly [1], [2]. Nowadays, people wear mask in
reaction to global pandemics such as COVID-19, but it poses
a great challenge to face recognition [3]. National Institute
of Standards and Technology (NIST) found that, as most of
the facial region are occluded by mask, the discriminative
features that can be extracted by face recognition models are
reduced, which leads to the degradation of the recognition
performance of masked face [4]. However, taking off the
mask for face recognition will increase the risk of infection,
especially in crowded places such as airport [5]. Therefore,
masked face recognition (MFR) is an urgent topic to research
[3]. Furthermore, two possible solutions, occlusion robust face
recognition (OFR) [6] and partial face recognition (PFR) [7]
are not applicable, for they address different problems, as
shown in Fig. 1. Mask occlusion is a kind of fixed position,
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large area, continuous and diverse occlusion, by contrast,
random in OFR [6]. Moreover, masked face preserves the
facial contour well, which cannot be guaranteed in PFR [7].
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Fig. 1.

Samples of occluded faces, partial faces and masked faces.

Despite its importance, MFR is still a challenging task
due to the absence of large-scale real-world masked face
datasets. In recent years, Generative Adversarial Networks
(GANS) [8] has greatly promoted the development of image
generation methods, and the use of them to generate dataset
has gradually been widely adopted [9]. Therefore, GANs
methods are naturally adopted to generate masked face, but
they cannot be applied smoothly. Thereinto, masked face
synthesis methods [10] directly overlay mask on face, which
is prone to produce unnatural masked face. And masked face
generation (MFG) methods confront two inevitable problems.
Firstly, it is difficult to simultaneously generate authentic-
looking mask and preserve the invariance of facial features
[9], [11], [12]. Secondly, the generated mask types are not
abundant and the methods cannot be applied to all kinds
of datasets [13]-[15]. Recently, CycleGAN-based methods
IAMGAN [15] and SimGAN [12] are specially proposed to
generate masked face. However, they still suffer from the
problems of incorrect wearing, sharpness distortion, etc, as
shown in Fig. 2. Note that MFG is different from the other
face generation tasks for the reason that the mask cover half
of the face, and have various types, and are greatly influenced
by the face posture, illumination and angle.

Uncovering Uncovering Incorrect
Nose Mouth Mask Shape

Eyes Ears

Correct Wearing Occluded Occluded
2

Sharpness
Distortion

CycleGAN StarGAN IAMGAN AttGAN SImGAN

Authentic Masked Face
Fig. 2. Example results of some advanced masked face synthesis and
generation methods reproduced in our experiments.

To address the aforementioned problems, we propose
a novel CycleGAN-based masked face generation method



MaskedFaceGAN (MFGAN), which aims to generate correct,
authentic-looking and type-diverse masked face images. In
addition, in order to make the generated images meet the
standard of training set, we consider more generation details,
such as mask bandage, occlusion position, sharp edge, opaque,
facial fidelity, fold feeling, multi-style, etc. Note that face
recognition is a task involving major ethical issues, and this
paper is devoted to the research of masked face generation.
This paper only uses the official face datasets collected by
legal means to conduct experiments, and only applies the
generated datasets for MFR model training. Then we guarantee
that the proposed method will not be applied to private face
images, so as to protect personal privacy as much as possible.
The generated samples on FFHQ [16] are shown in Fig. 3.
Obviously, MFGAN can generate natural-looking mask on
different ages, genders and complexion face.
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Fig. 3. Example results of generated masked face by proposed MFGAN.

In order to optimize MFGAN in three directions: correct-
ness, authentic-looking and type-diversity, we design a three-
stage training pipeline that introduces specific modules in
different stages, detailed in Chapter III. (1) Firstly, in order
to generate correct mask, we propose a facial feature detector,
which can detect whether the facial features are occluded or
not on the generated images according to the standard for
correct mask wearing, so as to guide the model to generate
the correct mask in the correct position. (2) Secondly, in order
to generate authentic-looking mask, we propose a mask binary
segmentation module to measure the fidelity of facial features
in non-mask areas, so as to guide the model to generate mask
without losing facial features as much as possible. (3) Thirdly,
in order to generate type-diverse mask, we propose a mask
style encoder, which can extract mask style code from the
real-world referenced masked face, so as to guide the model
to generate mask of corresponding style on the input face.

Finally, through qualitative and quantitative comparative

experiments of the generated images, the proposed MFGAN
achieves the best results. In addition, we further apply the
generated images for MFR model training, the results show
that the images generated by MFGAN is more suitable as
training dataset for MFR model. The main contributions of
this paper are listed as follows:

1) MFGAN is proposed to generate correct, authentic-
looking and type-diverse masked face as a remedy of
training dataset absence. We adopt it to generate two
masked face datasets (Masked-FFHQ, Masked-CelebA)
and publish them to facilitate future research '.

2) We design a three-stage training pipeline. The facial
detector ensures the correctness of masks, the mask
binary segmentation module preserves the non-mask
facial area, and the mask style encoder guides model
to generate diverse styles of masks.
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The outline of this paper is as follows. In Section II, we
survey the related works. Then we introduce the proposed
methods MFGAN in detail in Section III. Next, in Section
IV, we conduct the experiments for generated images. Finally,
we conclude the paper in Section V.

II. RELATED WORK
A. Masked Face Dataset

Wang et al. [17] proposed a Real-World Masked Face
Dataset (RMFRD), including 5,000 images of 525 people with
mask and 90,000 images of the same people without mask.
Anwar et al. [10] proposed MFR2 dataset that includes 269
images of 53 politicians and celebrities from the Internet.
However, the datasets proposed above are small-scale and not
enough for MFR model training, but they are barely suitable
as test sets. Therefore, we follow the previous work and adopt
RMFRD as our test benchmark.

B. Masked Face Synthesis and Generation Method

Anwar et al. [10] proposed an open-source tool MaskThe-
Face, which is used to synthesize masked face. MaskedFace-
Net [18] is a masked face synthesis method, which can synthe-
size masked face with different wearing postures, but its mask
type is too single and not authentic-looking enough. Geng et al.
[15] proposed a masked face generation method named Iden-
tity Aware Mask GAN (IAMGAN) with segmentation guided
multi-level identity preserve module, which gained certain
performance improvement compared to traditional CycleGAN
[11]. However, the above methods have various disadvantages,
as shown in Fig. 2. Following the previous work, we propose
a novel CycleGAN-based masked face generation method
MaskedFaceGAN (MFGAN).

III. METHOD

CycleGAN [11] is a classic unpaired image-to-image trans-
lation method, which is suitable for masked face generation,
so we adopt it as the backbone of our MFGAN. Correctness,
authenticity and type-diversity are three basic standards of
masked face generation, so we specially design a three-stage
training pipeline for MFGAN, as shown in Section III-A. In
Section III-B, we propose a facial feature detector to guide the
model to generate the correct mask in the correct position. In
Section III-C, we propose a mask binary segmentation module
to guide the model to generate authentic-looking mask without
losing facial features as much as possible. In Section III-D,
we propose a mask style encoder to guide the the model to
generate diverse styles of masks.

A. Three-stage training pipeline

We design a three-stage training pipeline for MFGAN, as
shown in Fig. 4, that is, we carry out gradual training for it,
so that it can “learn” correctness first, then authenticity, and
finally type-diversity. The computational complexity is also
increasing gradually, detailed in Chapter IV.
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Fig. 4. A three-stage training pipeline of MFGAN. Each stage is represented
by different colors and boxes. There are three image sets namely Face,
Mask, and Reference. G and Gy are generators, Dy is a discriminator,
Det is a facial feature detector, Seg is a mask binary segment module, and
E is a mask style encoder. s; is the mask style code of referenced masked
face r;. Gas(f, s)r and fr represent the face with mask region removal.

B. Stagel: Generate Correct Mask

For masked face generation, the first requirement is to gen-
erate correct mask in the correct position. However, as shown
in Fig. 2, some existing methods cannot guarantee the above
premise well, and expose the problems of incorrect wearing,
incorrect mask shape, etc. Therefore, we experimentalized
and found that without additional supervision information, the
generator is often prone to “make mistakes”, as shown in Fig.
2. Therefore, we consulted the literature and learnt that the
medical standard for wearing mask is to cover the mouth and
nose, not eyes, and bandages should be hung on the ears. We
also learnt that Yolov3 is a popular face detection method,
and it can achieve good results in facial feature detection task.
Therefore, based on a pretrained Yolov3 model, we construct
a facial feature detector to check whether the mask in the
generated image is worn correctly or not, as shown in Fig. 4
(Stage 1).
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Fig. 5. Examples of detection result calculation. XOR represents exclusive
OR operation, the same is 0 and the difference is 1. W means the penalty
weight vector and x means the final penalty value.

The detection process is shown in Fig. 5 and described
in detail as follows: Firstly, the proposed detector Det is
used to detect facial features of face f and corresponding
generated masked face Gp/(f), including face, eyes, nose,
mouth, ears, forehead, etc. Secondly, the output item D;,¢ €
face, eye, mouth, ... with consistent feature detection results
is 0, otherwise 1. For example, if eyes can be detected on
face while not on masked face, which means the detection
results are inconsistent and generated mask is incorrect, so
the output is D, = 1. Then, all the outputs are formed into
a vector Det(f,Gun(f)) = [Dface, Deyer Dmouth -], and
further multiplied by the penalty weight vector W to obtain
the final penalty value © = W * Det(f, Gp(f)). Thirdly, we
input x into a revised adaptive correction function, which is
an extended version of adaptive loss function [19], to get the
adaptive correction factor .., the formula is as follows:

2 a/2
)\cor:1+‘a 2| (Qx +1) -1 (1
! Ala—2|
where A\.,» = 1 means correct mask wearing and A.,. > 1
means incorrect. &« € R is a shape parameter that controls
the specific form of the function. ¢ > 0 is a scale parameter.
Finally, we multiply the adaptive correction factor \.,, with
the adversarial loss of the discriminator Loan to obtain the
corrected adversarial loss A.orLgan. It provides additional
supervisory information for discriminator to “learn” to dis-
tinguish true or false of the generated image according to
the mask wearing condition. Then, based on the antagonistic
game mechanism, by enhancing the distinctive ability of
discriminator, the generator is forced to generate correct mask
in correct position. The full objective of stage 1 is as follows:

Laan (Guv,Gr, Dy, D) = AeorLaan (G, D, M, F)
+ Lgan (Gp,Dp, F, M)
+ AMeye(Gr, GF)

where Lgan is the standard adversarial loss [8], Lcyc(%g

the cycle consistency loss [11], and A controls the relative
importance of the two objectives.

C. Stage2: Generate Authentic-Looking Mask

Authentic-looking is the key element of masked face gen-
eration. Synthesis methods directly overlay the mask on face,
which is prone to produce unnatural masked faces. Generation
methods will inevitably lose facial features in the generation
process, as shown in Fig. 6.

Masked Faces
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Fig. 6. Examples of facial features loss results of some generation models
(CycleGAN, StarGAN, IAMGAN, AttGAN) from our experiments.

Geng et al. [15] adopted U-Net to guide masked face
generation and achieved certain effect. Therefore, based on



a pre-trained U-Net, we construct a mask binary segmentation
module to segment the mask area on the input face and
the generated masked face, as shown in Fig. 4 (Stage 2).
Given a masked face image Gp/(f), Seg predicts a binary
segmentation map Sp(Gar(f)), where pixel value 0 and 1
represent the mask and non-mask region, respectively. Then
we use the element-wise multiplication between G(f) and
Sr(Gua(f)), as well as f and Sp(Ga(f)), to obtain the
image of mask area removal. Further, by calculating the
similarity difference of the non-mask region before and after
the generation, the local invariance loss function can be
constructed as follows:

Lino(Grt()p, I2) = Epopuip) [1Ga(D)r = f213] )

where Gy (f)r represents Gy (f) © Sp(Gar(f)) that means
generated masked face of mask region removal, while fp
represents f © Sp(Gp(f)) that means input face of mask
region removal. Then, we add L;,,, into full objective of stage
2 and derive the following formula:

L(Gr, Gr, Dy, D) = AeorLaan (G, Dar, M, F)
+ Lean (Gg,Dp, F, M)
+ Ay (G, Gr)
+ 1Line (Gr (f) P, F)

where p controls the relative importance of L;y,,,.

4)

D. Stage3: Generate Type-Diverse Mask

Type-diversity is an indispensable element in masked face
datasets construction, because people wear masks in different
types, colors and postures in the real world. However, most
existing methods do not take it into consideration. Therefore,
inspired by StarGANvV2 [20] on diversified image translation
between multiple domains, we propose a mask style encoder
specially designed for masked face generation, which is used
to instruct generator to generate mask in the direction of multi-
style, as shown in Fig. 4 (Stage 3).

Generator: We extend the form of the input and output for
generator GG 7, which translates a face image f into a masked
face image G/ (f, s) according to domain-specific style code
s provided by mask style encoder.

Mask Style Encoder: Given a referenced masked face r,
our mask style encoder E' extracts mask style code s = E(r).
E can produce diverse mask style codes using different
referenced masked faces. This allows G, to generate multi-
style masked face reflecting the mask style s of the referenced
masked face r. Our mask style encoder consists of a CNN with
K output branches, where K is the number of mask style,
and one of which is selected when training the corresponding
mask domain. To make encoder more suitable for our task,
we extend the pre-activation residual blocks to two ResStage
blocks [2], and each block includes a Start ResBlock [2], a
Middle ResBlock [2] and an End ResBlock [2], and output
shape is changed correspondingly. Two ResStage block are
also shared among all domains, followed by one specific fully
connected layer for each domain. For the loss function, we

adopt style reconstruction loss and style diversification loss,
which are proposed by StarGANv2 [20].

Style reconstruction loss: It is designed to force the
generator GGy to utilize the style code s when generating the
masked face G (f,s). The formula is as follows:

Lsty(Gar, Fy8) = Efoppar) [IIs = E(Gu(f, )] S

Style diversification loss: It is designed to enable the
generator GG to produce diverse styles of masked face images
according to the mask style codes. The formula is as follows:

Las (GM» F, sy, 32) = Eprdum(f) [”G]W (f7 Sl) - Gu (fa 82)”1]

(6)
where the target style codes s; and sy are produced by E, s; =
E(r;) for i = 1, 2. The goal of maximizing the loss is to force
G to explore the image space and discover meaningful style
features from the input masked face dataset for generating
diverse masked face images. Then, we add L, and L4 into
full objective of stage 3 and derive the following formula:

L(Gr,Gr, Dy, D) = AeorLaan (Gary, D, M, F)
+ Lean (Gp,Dp, F, M)
+ Aeye(Gur, Gr)
+ p1Lino(Gr ()P, fF)
+ AstyLsty(Gur, F 5)
— XisLas(Gur, F 51, 82)

where A, and A4 are the weights of the corresponding items.

IV. EXPERIMENTS

To evaluate the masked face generation performance of the
proposed MFGAN and baselines, we made qualitative and
quantitative comparative analysis and diversity display in Sec-
tion I'V-C. In Section IV-D, we compared the performance of
MFR models trained on different generated datasets. Lastly, we
conducted ablation study on the effectiveness of the proposed
modules in MFGAN, detailed in Section IV-E.

A. Datasets and Implementation Details

Based on CycleGAN, MFGAN applies adaptive instance
normalization (AdaIN) for up-sampling blocks in generator,
and adds a convolution layer in discriminator. MFGAN is
trained on FFHQ (as Face) and RMFRD (as Mask) with
adam optimizer for 450K steps totally with batch size 1, and
the training steps for three stages are 100K, 200K and 150K,
respectively. Additionally, a facial feature detector Yolov3
is pretrained for 62.5K steps with adam optimizer on the
detection version of RMFRD, and a mask binary segmentation
module U-Net is pretrained for 20K steps with SGD optimizer
on the segmentation version of RMFRD.

For the training of MFR model, we select a public large-
scale face dataset CelebA and adopt three masked face
generation and synthesis methods, MaskTheFace(MTF) [10],
IAMGAN [15] and MFGAN, to construct three versions of
Masked-CelebA', respectively.



B. Evaluation Metrics and Baselines

We evaluate the generated images quantitatively and qual-
itatively, and measure the masked face recognition (MFR)
performance of the model trained on generated datasets. For
quantitative evaluation, SSIM is used to measure the structural
similarity between input face and generated masked face in
non-mask area, PSNR is used for image quality evaluation,
and FID is adopted to measure the data distribution distance
between real-world masked face images and generated images.
For qualitative evaluation, it mainly includes feature fidelity,
mask transparency, mask type diversity, etc. For MFR per-
formance evaluation, we choose RMFRD as test benchmark,
and adopt verification accuracy, TAR@FAR=1e-3 and Rank-
5 accuracy as evaluation metrics. For baselines, we compare
MFGAN with two domain translation methods (CycleGAN
[11] and StarGAN [9]), two facial attribute editing methods
(AttGAN [13] and SaGAN [14]), and two CycleGAN-based
methods IAMGAN [15] and SimGAN [12]).

C. Comparison of Masked Face Image Generation Effect

In this section, we compare the masked face generated by
our MFGAN and other generation and synthesis methods on
FFHQ, quantitatively and qualitatively.

TABLE I

QUANTITATIVE COMPARISON RESULTS OF SOME ADVANCED MASKED
FACE GENERATION METHODS.

Methods | SSIM PSNR FID
CycleGAN [11] 0.723 18.42dB 64.29
SimGAN [12] 0.701 16.42dB 83.19
SaGAN [14] 0.742 21.77dB 48.16
AtGAN [13] 0.781 24.81dB 35.77
StarGAN [9] 0.732 21.19dB 51.10
IAMGAN [15] 0.801 26.33dB 27.38
MFGAN 0.838 29.52dB 21.73

1) Quantitative Comparison: As shown in Table I, our
MFGAN achieves the best results and outperforms the second
best model IAMGAN by a large margin. The largest SSIM
and PSNR indicate that, in masked face images generated
by MFGAN, the feature information of the non-mask area
is the best preserved, and the visual quality is better than
others. Then combined with the smallest FID and the visual
effect of the generated images, MFGAN can generate the most

authentic-looking masked face images.
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Fig. 7. Comparison with some state-of-the-art methods on masked face
generation. MFGAN is able to generate authentic-looking masked face and
preserve the facial features well.

2) Qualitative Comparison: For fair comparison, we ran-
domly select four images from FFHQ and feed them into
the compared models to generate the corresponding masked
face images. From Fig. 7, we observe that the masked face
generated by MFGAN are the most natural-looking, and have
the best retention effect on the feature information of the non-
mask area, while the baselines all have various shortcomings.

3) Diversity Display: Furthermore, most baselines cannot
control the style of generated masked face, but our MFGAN
can generate masked face with reference to real-world masked

face, as shown in Fig. 8.
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Obviously, MFGAN can refer to many types of real-world
masked faces and generate type-diverse masked faces. It not
only proves the effectiveness of proposed mask style encoder,
but also further proves the superiority of our MFGAN.

D. Comparison of MFR training effect on generated dataset

We adopt three methods to construct masked face datasets,
and then apply them to the masked face recognition (MFR)
training of four face recognition (FR) models, respectively.

TABLE I

TRAINING EFFECT OF FR MODELS ON Mask-CelebA, WHICH 1S
SYNTHESIZED OR GENERATED BY THE LEFTMOST METHODS.

Datasets Methods Acc TAR@FAR=1e-3 Rank-5

Softmax 712 65.1 61.2
MTF [10] Triplet [21] 71.8 66.2 64.6
CosFace [22] 78.4 67.9 66.5
ArcFace [23] 78.5 67.9 66.3
Softmax 82.1 69.2 75.1
1 £
IAMGAN [15] Triplet 832 70.4 77.1
CosFace 83.6 71.5 729
ArcFace 83.7* 71.6% 73.1
Softmax 89.2 759 80.3

MFGAN Triplet 90.1 76.7 82.8(+5.7)
CosFace 90.4 78.1 78.1
ArcFace 90.9(+7.2) 78.4(+6.8) 78.9

As shown in Table IV-D, we conclude the following results:
(1) For verification task, face recognition (FR) models can
extract distinguishing features from the full face to accurately
judge whether the identities of two face are the same or not,
but when confronting the masked face, the models can only
extract a few features from non-mask areas, which easily leads
to lower verification accuracy. (2) For recognition task, FR
models can easily find the best matching identity from the
face database, but when confronting the masked face, the
models are more likely to be misled by similar faces to make
wrong judgments, so the Rank-5 accuracy is relatively low.
(3) However, with the same FR models, the training effect on
the masked face dataset generated by MFGAN has achieved
remarkable performance improvement, which fully proves the
feasibility of training MFR models on the generated datasets
and the effectiveness and advancement of our MFGAN.



E. Ablation Study

Finally, to analyze the function of different modules in
MFGAN, we train three variants of it by removing L;,,,
Acor» and Ly, which controls the correctness, authenticity
and type-diversity of the generated masked face. Additionally,
we use CycleGAN as baseline, which lacks the above three
modules simultaneously. The results are shown in Table III.

TABLE III
COMPARISON OF TRAINING EFFECT AND VISUAL QUALITY BETWEEN
DIFFERENT VARIANTS OF MFGAN.
Visual Quality

Methods ‘ Performance ‘

| Acc TAR@FAR=le-3 Rank-5 | SSIM  PSNR FID
CycleGAN 76.3 64.8 65.7 0.723  18.42dB  64.29
W0 Liny 80.3 68.5 70.8 0.747  20.44dB  58.46
w/o Acor 85.4 73.9 76.3 0.764  2331dB  47.66
w0 Lty 87.2 75.3 80.1 0.813 27.31dB  25.98
All 90.9 78.4 82.8 0.838 29.52dB  21.73

Obviously, without L;,,, MFGAN occurs serious perfor-
mance degradation. Without \.,., MFGAN loses the ability
to accurately control the generated position of mask. Without
Lsty, MFGAN cannot optimize in the direction of generating
type-diverse masks. In general, lacking any modules will
directly affect the model performance, which validates the
effectiveness of the proposed modules and MFGAN.

V. CONCLUSION

In this paper, to alleviate the challenge of lacking large-
scale real-world masked face datasets, we propose a novel
CycleGAN-based masked face generation method Masked-
FaceGAN (MFGAN), which enables to generate correct,
authentic-looking and type-diverse masked face images. A
three-stage training pipeline combined with facial feature
detector, mask binary segmentation module and mask style
encoder is designed to gradually optimize MFGAN. In ad-
dition, the masked face version of FFHQ and CelebA gen-
erated by MFGAN are publicly available to facilitate future
research. Extensive experiments from quantitative, qualitative
and diversity aspects have proved the practical significance
and performance advantages of MFGAN and its corresponding
modules. However, due to the lack of large area facial features,
the masked face recognition (MFR) task is inherently difficult,
and the performance of existing methods is still unsatisfactory.
But the performance improvement of MFR models training on
the datasets generated by MFGAN fully proves the feasibility
of training MFR models on generated datasets. In the future,
we will further enhance the robustness of MFGAN, and
conduct in-depth research on MFR model.
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