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Abstract—Jointly extracting entities and classifying relations
aims to detect all possible triples from unstructured text with a
single model. Tagging-based method effectively improves the per-
formance of jointly relation extraction. However, some tagging-
based approaches ignored that one entity pair may exist multiple
relations and others set an empirical threshold value for selecting
one or more relevant relations, which becomes the bottlenecks
of the model. As a solution, we propose the attention guided
filter, namely, AGFRel, which introduces transformer blocks to
learn the number of relations for every entity pair to filter
out irrelevant relations. Moreover, each module of the model
has a multi-head attention guided layer to highlight valuable
information. Extensive experimental results show that AGFRel is
capable of gaining better performance on various tasks including
overlapping triples extraction and multiple triples extraction. On
NYT and WebNLG public datasets, our model obtains F1 score
90.8 and 91.9 respectively and achieves a new state-of-the-art
performance.

Index Terms—transformer, attention mechanism, joint extrac-
tion model, NYT, WebNLG

I. INTRODUCTION

Relation Extraction aims to extract relational triples from
unstructured text. It plays a crucial role in many applications
of natural language processing, such as biomedical knowledge
discovery [1] and knowledge base construction [2].

Pipeline-based approach is an intuitive method to extract
triples. It first recognizes all entity mentions in the text and
then classifies relations for each entity pair. This method
mechanically decomposes the relation extraction task into
two independent sub-tasks: named entity recognition (NER)
and relation classification (RC), which ignores the relevance
between them and results in error propagation [3]. The joint
extraction models are proposed to tackle this problem. It
can share information and simultaneously extract entities and
relations in a single model. The first joint tagging-based
model is proposed by [4], which sets a new label for each
token containing entity position information and relation type
information. This tagging-based method achieves a significant
improvement but cannot solve the overlapping problem: two
relational triples share one or two entities. [5] further divides
the overlapping problem into three scenarios (see Figure 1)
: Normal, SingleEntiyOverlap (SEO) and EntityPairOverlap
(EPO). [6, 7] propose different decomposition strategies and
tagging schemes to handle SEO cases. Although these models
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Fig. 1. Examples of Normal, SingleEntiyOverlap (SEO) and EntityPairOver-
lap (EPO) classes.

can achieve better performance, they ignore the EPO cases
that an entity pair has multiple relations. [8] makes an attempt
to handle EPO cases, which artificially sets a threshold to
determine the number of relations in entity pairs. Such an ap-
proach results in a situation where manual adjustment requires
extra workload to achieve good performance on a particular
dataset. Meanwhile, a fixed threshold affects the performance
of relation classification and generalization of the model. On
the other hand, these models cannot handle the nested entity
problem since their tagging scheme merely serves as a yes or
no decision when they detect the span of entities. The problem
of missing nested entities misleads the model to extract wrong
triples.

In this paper, we propose a novel method to extract overlap-
ping triples and handle the nested entity problem. Our main
idea is to predict the number of entities and relations firstly,
and then derive the corresponding triples. More precisely, our
model is composed of two modules: subject extractor (SE)
and relation extractor (RE). Each module of our model has
a multi-head guided layer to filter out useless information
and highlight valuable information. SE aims to extract all
possible subjects. RE is comprised of two components. The
transformer component is used to recognize the number of
relations under a specific subject, and the other component
predicts the probability distribution of relations. We propose
a novel tagging scheme that annotates the relation numbers
at the start and end positions. In the tagging process, if the
number of relations is greater than 0, the token is regarded as
an object candidate. We then use the nearest strategy to detect
the span of entities. Finally, one or more relations in entity
pairs are derived from mapping the probability distribution of
relations. We evaluate our model on NYT [9] and WebNLG



[10] public datasets and experiments show that our model has
better performance than previous models.

In general, our contributions are as follows:
• We propose a novel model, Attention Guided Filter

(AGFRel), which can learn the exact number of relations
in the sentences. It means that the model can solve the
overlapping problem in different scenarios.

• We adopt a novel tagging scheme to handle the nested
entity problem. Our tagging scheme counts the number
of occurrences of the entities and marks these values on
the corresponding entities’ first and last tokens.

• We embed the self-attention mechanism into our model
to reduce the effect of irrelevant entities and highlight the
crucial features.

• Our model achieves the most effective results on the
NYT and WebNLG datasets. We further conduct various
experiments on our model, including overlapping triples
extraction and multiple triples extraction, and results
show that our model exceeds baseline.

The rest of this paper is organized as follows. In section II,
there is a brief overview of related work. In section III, we
display our network architecture. Experiments and discussions
are conducted in section IV. Finally, we conclude with a
summary of our main contributions and results.

II. RELATED WORK

Most researchers treated relation extraction as two sub-
tasks: NER and RC. The NER task aims to extract all entity
mentions in the context. The RC task aims to recognize
the relation between entities in a given text. Early works
used the pipeline approach that makes two sub-tasks work
independently. Such an approach suffers from error propa-
gation since it disregards the correlation between NER and
RC tasks. [3, 11, 12] proposed traditional joint models to
mitigate propagation error, which need complex feature en-
gineering and heavily rely on manual effort. The joint relation
extraction model based on neural networks was studied to
solve this problem and achieved state-of-the-art performance.
Most neural models like [13] combined entity extraction and
relation classification in a network through sharing encoder
parameters. [4] first introduced a united tagging schema that
can represent entity type and relation simultaneously, which
converted the relation extraction task to a sequence tagging
problem without identifying entity and relation separately.
Previous works cannot handle the overlapping problem. To
handle the overlapping problem, lots of models have been
proposed and can be categorized into three classes.

The first class of works used the sequence-to-sequence
(seq2seq) method to extract triples. [5] divided triples into
three classes and proposed a neural model CopyRE that uti-
lizes copy mechanism to extract triples. [14] employed a neural
encoder-decoder model for extracting relations that encoder
predicts one word at a time like translation machine. [15]
applied reinforcement learning into the sequence-to-sequence
model to handle the triples extraction order problem. However,

the proposed seq2seq models hardly decode the whole span
of entities.

The second class designed Multi-task learning (MTL) strat-
egy to extract relation facts. Among these works, [16] in-
troduced multi-task learning based on CopyRE to deal with
its drawback that cannot recognize multi-token entity. [17]
encoded given texts with convolutional neural networks (CNN)
to capture the feature of relation facts. [18] gained consider-
able improvement through building relation-weighted graph
convolutional networks (GCN). [19] designed a novel multi-
task learning architecture that enables dynamic interaction and
mutual learning between NER and RC, which improves the
ability to extract triples. Although effective, they lack the
elegance to handle complex scenarios, such as EPO cases.

The third class method converted relation extraction to a
sequence labeling problem. [6] proposed a tagging scheme
based position-attention mechanism, which can solve SEO
cases. [7] presented a novel decomposition strategy that hi-
erarchically decomposes the extraction task into two sequence
labeling problems but lacks the elegance to solve EPO cases.
Unlike previous works, [8] proposed a new framework that
maps subject to object and achieved reasonable performance
in EPO cases.

Actually, these models that set an empirical value to select
multiple relations inevitably lead to performance degradation.
Besides, the sentences contain numerous triples in most cases.
When extracting a specific triple, the model will be interfered
with by other triples’ feature information. As a result, these
models cannot adapt to complex scenarios. Our model is based
on a unified tagging scheme to extract triples. We utilize
attention mechanism [20] to predict the number of relations
for a given entity pair and then extract relations in a given
triple.

III. METHODOLOGY

This section describes our proposed method. We first intro-
duce the architecture of our model, where the shared encoder
captures semantic features of a sentence, subject extractor rec-
ognizes subjects, and relation extractor predicts triples under
a given subject. Then, we detail the novel tagging scheme of
our method that converts the extraction task to the sequence
labeling problem. Finally, we define the training objective.

A. Model Architecture

As shown in figure 2, our model consists of three parts:
shared encoder, subject extractor (SE), and relation extractor
(RE). We use the BERT [21] as a backbone to encode contex-
tual features. The SE recognizes subjects and the RE predicts
relations and objects according to these features. Formally, we
extract a triple Tj in the sentence S and we model this process
as:

P (Tj |S) = P (sj |S)P (rj |S, sj)P (oj |S, sj , rj) (1)

where sj , rj and oj represent subject, relation and object
respectively in the triple Tj .

Eq.(1) illustrates the process of extracting triples. The first
step of extracting triples in our model is to identify the



Fig. 2. The architecture of AGFRel.

subjects according to the semantic information of sentences.
The difference is that our model does not directly identify the
corresponding objects or relations. In order to solve the over-
lapping problem, we predict a relation probability distribution
table for each subject and utilize transformer encoder to predict
the number of relations. Finally, our model adopts the nearest
match strategy to decide the span of objects. RE takes the
concatenation of the sentence representation and the hidden
representation of relation probability distribution as input to
improve the accuracy of prediction. Meanwhile, an attention
guided layer is embedded in each module of model. Such a
mechanism ensures that the module filters out noises from
other irrelevant triple features.

B. Shared Encoder

The model AGFRel utilizes a pre-trained BERT model
to extract feature information from a given sentence S =
{x1, ..., xn}, due to the excellent performance on different
natural language processing tasks. BERT model employs trans-
former networks as the core component to obtain context-
sensitive embeddings. We use WordPiece embeddings [22] to
represent the words.

hi = BERTshared(xi) (2)

where hi is hidden state at position i, xi is a one-hot vector
of word indice. In the training process, we fine-tune the
parameters of pre-training model to make it better adapt to
relation extraction task in different scenarios. The NER and
RC task use a shared encoder, which is to pass hi into
corresponding module for prediction.

C. Subject Extractor

SE aims to recognize all candidate subjects. We embed
a multi-head layer to decode the vector hi. The attention

mechanism allows SE to capture the interactions between two
arbitrary positions and filter out the interference from other
triples. Besides, the key component of BERT encoder is also
self-attention mechanism, so the encoder and decoder maintain
consistency.

hsbji =MultiHead(hi) (3)

P (ysbji ) = σ(W sbj
i ∗ hsbji + bsbji ) (4)

Tagsbj(xi) = argmax
k

P (ysbji = k) (5)

where hsbji denotes hidden representation of word xi and
P (ysbji ) is the probability distribution of the number of sub-
jects. W sbj

i and bsbji are learnable parameters of the multi-head
layer. σ is the sigmoid activation function.

Subject extractor minimizes the sum of negative log prob-
abilities of extracting subject candidates as below:

Lsbj = −
1

n

n∑
i=1

logP
(
ysbji = ŷsbji

)
(6)

Here, n is the length of the input sentence, ŷsbji is the true tag
of the i-th word.

D. Relation Extractor

RE attempts to predict relational triples (s, r, o) from a
sentence. Different from subject extractor, relation extractor
needs to break down task into two steps. Firstly, we predict the
probability distribution over the relation type r between each
word and a given subject. The architecture of this component
is similar to subject extractor. The specific operation is as
follows:

hreli =MultiHead(hi + hsk) (7)

Pr(y
rel
i ) = σ(W rel

i ∗ hreli + breli ) (8)



Fig. 3. An example of scheme tagging.

where hsk is the k-th subject hidden state and Pr(y
rel
i ) is

the probability of identifying relation type r between the
word xi and the subject sk. The context and subject are the
main sources to support the prediction [23]. We adopt multi-
head mechanism to fuse hidden representation hi with subject
feature hsk into a single vector hreli . It is worth noting that
the gold subject is directly used in the training process, but
not the subjects extracted by model. Secondly, we predict the
number of relations between each word and a given subject
as follows:

hnumi = Trans(hi + hreli ) (9)

P (ynumi ) = σ(Wnum
i ∗ hnumi + bnumi ) (10)

Tagrel(xi) = argmax(P (ynumi = ŷnumi )) (11)

We denote the Transformer block as Trans(x). P (ynumi =
ŷnumi ) is the probability of identifying the number of rela-
tions between the word xi and the subject sk. The value of
Tagrel(xi) not only represents the number of relations, but
also is used to recognize objects.

Relation extractor minimizes the sum of negative log prob-
abilities of extracting relations as below:

Lrel = −
1

n

n∑
i=1

logP
(
yreli = ŷreli

)
− 1

n

n∑
i=1

logP (ynumi = ŷnumi )

(12)

Here, n is the length of the input sentence, ŷreli and ŷnumi

are the true tag of the i-th word. P (∗) is the probability of
identifying true tags.

E. Novel Tagging Scheme

Figure 3 shows an example of how the sentences are tagged.
Since identifying an entity needs to detect its start and end

position, we label these critical positions with a non-zero
number and the remain with 0. These labels have different
meanings for different extractors. Labels in SE represent the
number of subjects at their current position. For RE, labels
indicate the number of relations between the object and
corresponding subject. Relations can be extracted through the
relation probability distribution table as shown in figure 2, in
which the value of row i and column j means the probability
that the j-th token is relation i.

For example, the word ”Andrew” in start tag sequence and
the word ”Cuomo” in end tag sequence are both labeled 1, thus
”Andrew Mark Cuomo” is a subject. When the given subject
is ”Andrew Mark Cuomo,” RE labels the word ”New” as 2,
”York” as 1 and ”City” as 1, which naturally solves the nested
entity problem. The word ”New” will be used two times to
form two different triples in this sentence. The relations of
two entity pairs can be inferred from the relation probability
table, which are both ”Born in.”

Note that our tagging scheme is an improvement of ETL [7],
which labels the entity’s position with entity type or relation
type. This tagging method is unable to express multiple rela-
tions and nested entities. Our tagging method uses digital tags
to represent these essential information, which helps model
solve the nested entity problem and the overlapping problem.

F. Training Objective
The module SE and the module RE jointly extract triples

according to our tagging scheme. The training objective of
AGFRel is comprised of two components: the loss function
for SE Lsbj and the loss function for RE Lrel. We try to give
different weights to the loss function of two parts and found
that slightly increasing the weight of RE could make the model
fit faster in the early stage. However, it does not help improve
the performance of the model. The joint loss is given by:

L = Lsbj + Lrel (13)



TABLE I
MAIN RESULTS ON NYT AND WEBNLG DATASETS. THE BEST PERFORMANCE IS MARKED AS BOLD-TYPE.

model
Exact Match Partial Match

NYT WebNLG NYT WebNLG

Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

NovelTagging 32.8 30.6 31.7 52.5 19.3 28.3 - - - - - -
CopyRE - - - - - - 61.0 56.6 58.7 37.7 36.4 37.1
GraphRel - - - - - - 63.9 60.0 61.9 44.7 41.1 42.9
CopyMTL 75.7 68.7 72.0 58.0 54.9 56.4 - - - - - -
ETL-Span 85.5 71.7 78.0 84.3 82.0 83.1 - - - - - -

WDec - - - - - - 94.5 76.2 84.4 - - -
RIN 83.9 85.5 84.7 77.3 76.8 77.0 87.2 87.3 87.3 87.6 87.0 87.3

CasRelLSTM - - - - - - 84.2 83.0 83.6 86.9 80.6 83.7
CasRelBERT - - - - - - 89.7 89.5 89.6 93.4 90.1 91.8

AGFRelLSTM 86.5 86.7 86.6 84.3 86.5 85.4 85.8 85.4 86.0 86.9 83.5 85.2
AGFRelBERT 87.9 91.0 89.4 87.0 85.8 86.4 90.7 91.0 90.8 92.1 91.7 91.9

The model minimizes the total loss L over all model param-
eters with stochastic gradient descent algorithm.

IV. EXPERIMENT

A. Datasets

We evaluate AGFRel on two public datasets NYT and
WebNLG. NYT dataset was sampled from 294K articles in
New York Times corpus by distant supervision method and
consists of 24 predefined relation types. The WebNLG dataset
was created by Natural Language Generation (NLG) tasks.
We use the datasets preprocessed by [5], which contains 246
predefined relation types. It is worth mentioning that there
are two methods for extracting relations. [5, 8] use partial
match method simplifying an entity to the last word of an
entity. [7, 16] use exact match method to extract the whole
of entities. For fair comparisons, we use partial match and
exact match to conduct experiments. We use the preprocessed
datasets released by [5]. NYT dataset contains 5000 sentences
for validation and 5000 sentences for testing. WebNLG dataset
contains 500 sentences for validation and 703 sentences for
testing. In order to validate the effectiveness of extracting
overlapping triples, the test set was divided into three parts:
Normal, SEO, and EPO. The statistics are stated in Table II.

TABLE II
STATISTICS OF THE DATASETS IN OUR EXPERIMENTS.

class Train Valid Test Normal SEO EPO

NYT 56195 5000 5000 3266 1297 978
WebNLG 5019 500 703 246 457 26

B. Evaluation Metrics

We adopt the standard micro Precision (Prec.), Recall
(Rec.), and F1 score to evaluate results in line with all the
baselines. In the exact match task, the triples are considered
correct when the whole span of entities and relations are both
recognized correctly. The partial match task only needs to
recognize the tail of entities and relations.

C. Implementation Details

We use Adam [24] with the learning rete 1e−6 to optimize
the parameters of our model and set the batch size as 32.
Dropout is applied to word embeddings and hidden states
with a rate of 0.4. In this paper, we propose two models
with LSTM and BERT encoder, and keep the network of
decoder and encoder uniform respectively. The model with
LSTM stacks two-layer BiLSTM as the encoder, one layer
BiLSTM as decoder. The initial word embeddings we used
are the 300 dimensions Glove [25]. The other one uses the
base cased version of BERT as encoder, which contains 110M
parameters. The maximum length of sentences is limited to
100 words. We implement model using Pytorch [26] on a
Linux machine and train the model using Tesla V100 GPU.
We choose the model that performed best on the validation
set to analyze the test set.

D. Comparison Models and Results

We compare our model with three kinds of models in recent
years: (1) seq2seq-based methods, including CopyRE [5] and
WDec [14], (2) MLT-based methods, including GraphRel [18],
CopyMTL [16] and RIN [19], (3) tagging-based methods,
including NovelTagging [4], ETL-Span [7] and CasRel [8].
Table I shows the results of our models and other baseline
methods. We note that our model surpasses all the baseline
methods and achieves the state-of-the-art F1 score. We pro-
pose two versions of AGFRel to conduct experiments. The
AGFRelLSTM uses the LSTM as shared encoder and replaces
the multi-head guided layers as LSTM.

In the exact match task, our model AGFRelBERT achieves
improvements of 4.7% and 4.3% in F1 scores on NYT and
WebNLG datasets over the state-of-the-art models. Even with
the AGFRelLSTM also has a relative 1.9% F1 score improve-
ment on NYT dataset compared with MLT-based model RIN,
and a relative 2.3% F1 score improvement on WebNLG dataset
compared with tagging-based model ETL-Span. These results
prove the effectiveness of our method.

In the partial match task, the performance of AGFRelBERT

is close to CasRelBERT on WebNLG dataset. We deem that it



TABLE III
F1 SCORE ON SENTENCES WITH DIFFERENT OVERLAPPING PATTERN AND DIFFERENT

TRIPLE COUNT.

Method Number of triples Overlapping pattern

N = 1 N = 2 N = 3 N = 4 N = 5 Normal SEO EPO

CopyRE 67.1 58.6 52 53.6 30 66 48.6 55
GraphRel 71 61.5 57.4 55.1 41.1 69.6 51.2 58.2

CasRelBERT 88.2 90.3 91.9 94.2 83.7 87.3 91.4 92

AGFRelBERT 88.1 91.6 93.2 94.5 86.5 87.9 92.3 92.7

is because (1) the last word of the entity losses key semantic
information, i.e., Apollo 12 is regarded as 12, which impedes
models from extracting correct triples. (2) The performances
are already saturated since the training sentences are too small
for the model to learn the way to distinguish 246 relation types
properly. The training sentences of NYT dataset are far more
than WebNLG dataset. Our model achieves an improvement
of 1.2% in F1 score. Besides, we find that CasRelBERT shows
an imbalance between precision and recall on WebNLG. We
consider that CasRelBERT sets a high threshold value to select
relations, which sacrifices recall.

We observe that AGFRelBERT gains better performance on
partial match task than exact match task. In the partial match
task, model only needs to detect the last token of entities.
We speculate that the performance gap is due to increased
difficulty for the NER task. Although we mentioned that the
last word of entities could not represent the original meaning
of entities, entities that contains many words will also affect
AGFRel since our tagging scheme is only to label the start
and end position of entities.

E. Analysis on Different Sentence Types

To verify the ability of our model in handling the overlap-
ping problem and extracting multiple relations, we conduct
further experiments on NYT test set. We firstly divide the
test set of NYT into five subclasses, each of which means
a sentence contains N triples. The results are shown in
table III. We observe that CopyRE and GraphRel present a
decreasing trend with the increasing number of triples in a
sentence. Our model and CasRelBERT present an upward
trend on the whole and are less affected by the number of
triples. We attribute the difference to the reason that tagging-
based methods simplify the complexity of tasks by converting
relation extraction task to a sequence labeling problem. In the
most challenging class(N ≥ 5), our model achieves better
performance than CasRelBERT , since we introduce attention
mechanism to eliminate the impact of irrelative triples. We
also compare the results under different types of triples.
AGFRelBERT outperforms baselines in all scenarios, which
proves the validity of our tagging scheme for solving the
overlapping problem.

V. CONCLUSION

In this paper, we propose an end-to-end sequence labeling
model AGFRel for joint extraction of entities and relations

based on a novel decomposition strategy. Compared to pre-
vious sequence labeling models, our model can learn the
exact number of relations for each entity pair to filter out
relation distracters in sentences. Our experiments show that
our results exceed the baseline and achieve the optimal F1
score. Moreover, it has a good performance in handling the
overlapping problem and extracting multiple triples. In the
future, we will utilize GCN to encode the document-level text.
The overlapping problem and nested entity problem also exist
in the biomedical domain. It is beneficial to apply our method
to biomedical information extraction tasks.
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