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Abstract—The methods, which extract knowledge from Next
Generation Sequencing Data (NGS) are highly requested nowa-
days. The attention to analysis biomedical data is increasing
proportionally. In this work, we focus to elicit and discovery
a higher amount of knowledge by computing many classification
models in a single run, and therefore to identify most of the
features related to an investigated class. Major efforts have
been made in this field and a last algorithm is proposed”
Multiple Part” for data analysis and extraction of new and
more knowledge from them. In this paper, we propose a new
version of Multiple Part algorithm which integrates a heuristic
evaluation method and a feature elimination technique in order
to extract multiple and equivalent solution for biomedical data.
In order to prove the validity of our algorithm, we analyze an
RNA-seq of cancer diseases data sets extracted from The Cancer
Genome Atlas (TCGA). Furthermore, we validate our approach
by comparing it with the existing methods. Experimental results
show the efficacy of our proposed algorithm.

Index Terms—Multiple solution, Multiple Part, Camur, Merit,
heuristic method, IMPA.

I. INTRODUCTION

The cancer mechanism becomes more worldwide major
public health issue. Since cancer is one of the leading causes
of mortality, many researches have been developed in order
to understand its mechanisms and discover new knowledge
to prevent and to treat this serious disease [1]. In recent
years RNA-seq protocol counting the RNA fragments that
are aligned on a reference genome. In this scenario, it is
important to identify informative genes with high prognostic
value to distinguish between healthy tissue and tumoral tissue
types. In this work, we focus on the amelioration and the
adoption of a new algorithm for classifying RNA-seq case-
control samples, which is able to compute multiple human
readable classification models. In the past, such problems
have been solved by the use of supervised and unsupervised
machine learning algorithms such as decision tree, rule-based,
ensembles decision tree, neural networks and Support Vector
Machines (SVM) [2] [3] [4] [5]. These techniques have been
also used to improve diagnosis of diseases such as Alzheimer,
Breast Cancer or Meningitis [6] [7] [1].The big limits with the
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application of these machine learning algorithms are related to
the managing of the huge amount of data. In fact, for biological
datasets, a high learning time is needed for data analysis and
the extraction of new knowledge from them [8]. Also, all
these classical algorithms compute just a single classification
method that contains few of features. While our goal is the
extraction and the discovery of the maximum knowledge from
these RNA sequence datasets by computing many alternative
and equivalent classification models.
Multiple and equivalent solutions extraction from biological
datasets is a novel concept which has recently caught the
attention of researchers. Obtaining a set of efficient solutions
with a better compromise between the features and with a
reduced running time is the goal of this study. More details
about these works are presented in the rest of the paper. All
these methods can on one side provide a relevant number of
rules (solutions) with low performance. On the other side, the
number of extracted rules at each iteration can be insufficient
compared to the big RNA-sequence datasets used.
In this work, we propose a new algorithm to optimize Multiple
Part algorithm for classifying RNA-seq case-control samples.
This algorithm integrates a discretization method, a feature
elimination technique and a heuristic evaluation method for
each subset of selected features. The final aim of this work
is to provide a more compact, human interpretable models
that can aid biologists or doctors to make a decision about the
classification of diseases. The rest of this article is organized as
follows. In section 2 we present a literature review about meth-
ods to extract multiples and equivalent solutions. In section 3
we describe our proposed algorithm (IMPA). The experiments
and their results are discussed in section 4. Finally, in section
5, We report the conclusion and we present future works.

II. LITERATURE REVIEW

A number of previous studies have been focused on the ex-
traction of multiple and equivalent solutions in biomedical data
classification problems. One approach is presented in Fiscon
et al, [9], where the authors proposed meta-heuristic approach
based on an evolutionary algorithm to find a solution for
identifying a large number of small species-specific genomic



subsequences. One other work proposed by Gholami et al.,
[10], this classification-based approach is based on recursive
feature elimination RFE method. The limit of this algorithm is
that at each iteration, only a single variable should be chosen
to remove. This would be inefficient in many high dimensional
applications such RNA-sequence datasets.
In recent years, several works pointed to extract multiple solu-
tions interpretable by human using rule and tree-based classifi-
cation algorithms. Valerio et al, [11], proposed a new algorithm
Camur (Classifier with a Alternative and Multiple Rule-based
model). This algorithm able to extract, multiple, alternative and
equivalent rule-based models (Ripper). These rules represent
the most relevant set of features related to the case and control
samples. In 2016, Fiscon et al, [9], proposed a metaheuristic
approach in order to find solutions for identifying a large
number of small species-specific genomic subsequences. This
approach aims to extract multiple solutions using rule and
tree-based classification algorithms. In 2017, Fabrizio Celli,
et al, [1] developed a new algorithm called Big Biomedical
data classifier (BIGBIOCL). This algorithm able to classify
a large DNA methylation dataset. BIGBIOCL is inspired by
Camur algorithm in order to apply classification methods to
big datasets. In 2019, Guannoni et al, [8] proposed a new
method that extracts multiple and equivalent classification
methods. This method Called” Multiple Part” algorithm that
integrates rule-based classification method (Part) and a feature
elimination technique in order to obtain more interpretable
models in a reduced execution time. In the first, this method
iteratively computes the rule-based classifier, then it computes
the power set of the features present in the rules, iteratively
eliminates these combinations from the data sets, and execute
again the classification procedure until a stopping criterion
is verified. Experimental results show that” Multiple part” is
an important algorithm for extracting multiple, equivalent and
alternative solution in a reduced execution time.

III. THE PROPOSED ALGORITHM: IMPROVED MULTIPLE
PART ALGORITHM (IMPA)

We propose an enhanced version of” Multiple Part algo-
rithm” which specifies the quality of each combination of the
features found in the rule using an heuristic evaluation method.
We called our proposed method as IMPA (Improved Multiple
Part Algorithm). IMPA is new algorithm inspired by” Multiple
Part” in order to extract multiple and equivalent solutions with
higher performance and in few time executions. It is a tool
to obtain knowledge by extracting several alternative classi-
fication models for gene features in RNA-seq data. Through
evaluation of the possible combination to delete, and through
iterative deletion of selected features, extraction of equivalent
classification models is possible using IMPA algorithm. The
implementation of our new algorithm is essentially based on
feature elimination method by evaluating each power set of
features. One of the reasons is that the merit function for
evaluation the set of features enables to evaluate the worth of
a subset of features by considering the individual predictive

ability of each feature as well as with the degree of redundancy
between them.

A. Steps of the IMPA algorithm

IMPA implements the following steps:

1) Compute Rule-based method (PART): our algorithm
executes at first a rule-based algorithm (Part) that extract
a set of logic rules "if CONDITION then CLASS" rules
which provide an immediate relationship between the
class and one or more features (genes).

2) Computes the power set of the features present in the
rule: IMPA calculates the power set of the features
present in the rule after each iteration. Then, all the
combination are stored in a memory list.

3) Discretize the data set: to computes the score of each
combination, we need to discretize continuous features.
A copy of the training data is first discretized then passed
to compute the quality of each combination features. In
this work we choose to use the discretization method
of Fayyad and Irani [12] because it has been showed
that the number of classification errors generated by
this method is comparatively smaller than the number of
errors generated by the other discretization algorithms.

4) Compute the quality of each combination features using
merit function: we use a correlation based heuristic
evaluation function for computing the score of each set
of combination feature. This function called” Merit func-
tion”. Merit function is a measure that calculates feature-
class and feature-feature correlations using a measure
called symmetrical uncertainty (SU) correlation. This
function enables to evaluate the heuristic” merit” of
feature subsets. It ranks the feature subsets according
to a correlation based heuristic evaluation function [13].
The subset with the lowest merit is considered the first
combination to be eliminated from the data set at time.
let Pk is a subset of features (one combination), we
define the Merit function associated with Pk as follows:

Merit(P k) =
j ∗ ryx√

j + j ∗ (j − 1) ∗ rxx
(1)

where j=|P k| is the number of subset features, ryx is the
average of the correlations between the subset features
and the class and rxx is the average inter-correlation
between subset features.
The numerator of Equation 1 can be considered to
provide an indication of the predictive of the class a
set of features are; The denominator represents how
much redundancy there is among the features [13].
Merit function uses SU to measure correlation. SU [14]
associated with two features x1 and x2 is defined by:

SU(x1, x2) = 2 ∗ [ GI

H(x1) +H(x2)
] (2)

more details about the SU function is presented in [14].
The advantage of the Merit function is that is allows to



compare subsets of feature in different sizes. Thus, it
allows to evaluate the contribution of a new feature.

5) Scores all possible features combination: after comput-
ing a score of each possible combination, we sort the
list of combination in ascending order according to the
score (The worst Merit to the best Merit).

6) Perform feature elimination method: eliminates all the
possible combinations of features by starting with the
worst Merit and run the analysis again at each time. The
feature elimination is iterated in two execution-mode:
• A loose feature elimination mode: in the first, a
classification with the PART algorithm is performed.
This mode takes the results from the first classification
and build the combinations (power set) of the found
features, whose combinations are iteratively eliminated
according to the worst score from the data set. After each
elimination of the feature combination, a classification
step is built. The new extracted features that are present
in the current classification model are added to the
features list and are going to be processed in the next
iterations. In loose mode, once a feature is removed it
inserted again in the data set.
• A strict feature elimination mode: in the first, a
classification with the PART algorithm is performed. The
features appear from the first model are extracted and
then eliminated one by one according to the worst score.
A classification is iterated after each elimination on the
resulting data set. In the strict mode, once a feature is
eliminated it is never inserted again in the data set.

7) Our proposed algorithm performs again the classification
procedure until a stopping criterion is verified: the
reliability (F-measure) < a given threshold, maximum
number of iterations (Max-iter) is reached, or the list of
features has been completely treated.

In the final, we obtain a several of relevant number of
equivalent classification models e.g.,” IF feature <1.50 then the
sample is NORMAL” with higher performance. These rules
composed of a list of relevant genes related to a particular
class.

B. Execution example of our IMPA algorithm

Given a data set of RNA-seq data related to Breast cancer
with two class tumoral and normal:
• IMPA extracts through the first execution a model composed
of a set of rules, e.g.,(ADHFE1 ≥ 4.69)AND(ACSBG1 ≥
0.37)OR(HBBP1 ≤ 0.04) then normal
• The rules contain a set of three features (genes) S1
={ADHFE1, ACSBG1, HBBP1}.
• The power set is computed: P1 ={{ADHFE1}, {ACSBG1},
{HBBP1}, {ADHFE1, ACSBG1}, {ADHFE1,HBBP1},
{ACSBG1,HBBP1}, {ADHFE1, ACSBG1, HBBP1 }}.
• Discretize the dataset.
• Compute the quality of each combination features using merit
function. P1= Merit {{ADHFE1}=0.7, P2= Merit{ACSBG1}
=0.3, P3=Merit {HBBP1}=0.1, P4=Merit{ADHFE1,
ACSBG1}=0.04, P5=Merit{ADHFE1,HBBP1}=1.18,

P6=Merit {ACSBG1,HBBP1}=0.130, P7=Merit{ADHFE1,
ACSBG1, HBBP1}=0.175
• Sort the list of combination in ascending order: {P4, P3,
P6, p7, p5, P2, P1}.
• The first item of the power set is eliminated from the data
set and the classification is performed, which provides a new
set of features, S2 = {HBBP1, ADH4}.
• The first power set P1 is completely performed.
• After the treating of P1, the power set P2 from S2 is
computed and the classification is performed.
• The algorithm continues again the classification procedure
until one of the stopping criteria is verified.

IV. EXPERIMENTAL STUDY AND RESULTS

A. Description of the dataset

Our experimental analysis in focused on RNA-seq data
related to Breast cancer disease (BRCA). These data are
extracted from public available data of The Cancer Genome
Atlas (TCGA) [15] [16]. The data set of BRCA composed of a
matrix in comma separated value format, which is the input of
our algorithm. The rows of the matrix correspond to a set 59
samples that represent the sequenced tissues of the patients.
The columns correspond to 20532 features which represent
the gene expression profile. The last column represents the
class e.g., normal - tumoral. Each cell contains the gene
expression measure Reads Per Kilobase per Million mapped
reads (RPKM) value for each gene expression measure. [17].

TABLE I: Data matrix of breast cancer RNA-seq data

Sample ID ANO8 Clorf27 TRPM6 .......... Class
A8-A09D 2.64 5.42 0.38 .......... Breast cancer

BH-A0DH 1.46 6.47 0.76 .......... Normal
GM-A2D9 3.13 14.21 0.61 .......... Breast cancer

.......... .......... .......... .......... .......... ..........
GM-A2DB 3.86 5.15 0.59 .......... Breast cancer

Concept and experimental study: We compare in the
experimental study the obtained results of IMPA with results
of CAMUR and” Multiple Part” [8]. Our comparison will be
based on the number of extracted models, the performance of
the models, the number of relevant features and the execu-
tion time. In fact, our goal is to validate a new supervised
classification algorithm able to extract multiple models by
building hundreds of classification iterations on a massive
number of relevant features in few hours. We choose to variate
the iteration numbers (Iter-nb) between 20 and 150. Also, we
variate the minimum number of F-measure on 0.8 and 0.9.
We use for each parameter the two-execution mode” strict”
and” loose”. For evaluating the classification models, we adopt
the accuracy and the F -measure equations. –Our proposed
algorithm is implemented in JAVA language programming.
The experimentation has been executed on a laptop with an
on 2.71 GHz Intel (R) Core (TM)i7 CPU and 32 GB of RAM.
Table III reports the genes that are most represented in the

rules. Table IV, Table V and Table VI represent the classifica-
tion result, the number of extracted rule (Nb-rule), the number



Fig. 1: The process of IMPA algorithm.

TABLE II: Classification rules example extracted from Camur,
multiple part and IMPA with a classification accuracy ≥ 90%.

Extracted rules
of Camur

Extracted rules of
Multiple Part

Extracted rules of IMPA

(ADH4 | 127 ≥
0.26) ‖ (AHDC1
| 27245 ≥ 11.02)
⇒ normal

(ACSM2B | 348158
≤ 0.02) AND
(HBBP1 | 3044
≤ 0.04) ⇒ BRC

(ADHFE1| 137872 ≥ 4.69)
AND (ACSBG1 |23205 ≥
0.37) OR (HBBP1 | 3044≤
0.04) ⇒ normal

of extracted features (Nb-f), the average accuracy (Aver-acc)
of each rule and the running time of each classification.

V. DISCUSSION

From the tables we can conclude some considerations
regarding the link between the number of extracted rules, the
number of features, the accuracy of the rules and the execution
time. The running time of our IMPA algorithm is faster than
Camur but not for the” multiple Part”. Multiple Part remain
the faster because it uses a faster method for extracted rules

TABLE III: The most represented genes in the rule using
IMPA algorithm: extracted genes related to breast cancer.

Features Occurence
RAG1AP1 55974 5

HOXA7 3204 5
CDC A855143 5
LOC 572558 3

RERGL 79785 3

(Part) while our algorithm used the same method of extracted
rules but it integrated more calculation instructions. Figure 2
show this difference of execution time.
From Table IV, when we variate the number of iterations
between 20 and 80, all the iterations are executed for the
three algorithms. Then, the number of extracted rules and the
number of relevant genes for IMPA algorithm are higher com-
pared to the other algorithms. Since all the iteration number
are executed for all the algorithms, the execution time of IMPA
is less than Camur but not less to Multiple Part. In addition,
by varying the iteration number between 100 and 150, not all
the iteration are executed for Camur , so a small number of
accurate rules are extracted in these analyses. By comparing
Multiple Part and IMPA, all the iteration are executed but
the number of accurate rules (accuracy 0.8) of IMPA is
larger compared to Multiple Part. Therefore, the number of
relevant features is larger than Multiple Part. Hence, our IMPA
algorithm can produce more higher equivalent classification
models with higher accuracy than the other algorithms. Figure
4 shows this difference in term of extracted rules. We can
explain this difference by the heuristic evaluation method that
we have integrated for our algorithm before handle the feature
elimination method. This method enables to evaluate the”
Merit” of each combination of features to be eliminated.
On the other hand, as shown in Figure 3, The accuracy of
extracted rules of IMPA in all cases is in the range [0.99, 1].
This mean that it extract always compact rules with the higher
performance compared to the other algorithms.
As shown in Table III, the most represented genes extracted
from the rules are RAG1AP1 with id 55974, HOXA7 with
id 3204 and CDCA with id A855143. These genes are the
most involved in the breast cancer classification models.
Many studies have shown that HOXA7 plays a critical role
in regulating the proliferation of estrogen receptor -positive
cancer cells [18]. A recent study shows that RAG1AP1 is the
new biomarker candidate of breast cancer development [19].
Another study shows that CDCA plays a crucial role for the
prevention of this disease [20]. We can conclude that such
information in the extracted rules IMPA can be considered as
an important result to help biologists and doctors in analyzing
the genetics of breast cancer disease.
Using loose feature elimination mode (Table V), all the
algorithms completed all the iterations but they extract only a
few numbers of extracted rules. The cause can be that after the
first execution, the extracted rules do not exceed the f-measure
value (0.8). In Table V, since almost all the algorithms provide



Fig. 2: Execution time of Camur, Multiple Part and IMPA.

Fig. 3: Average Accuracy of extracted rules of Camur, Multiple
part and IMPA

a few numbers of rules, our IMPA algorithm provides more
rule number compared to the other algorithm and there are
not classification errors compared to CAMUR. In Table VI
the number of iterations is not treated for CAMUR because
the stopping criteria is reached (f-measure smaller than 0.9).
For multiple Part and IMPA, all the iteration are executed
but they give all a few numbers of rules. The cause can
be that the extracted rules does not contain the features
and therefore the power set list to be removed is empty
for each iteration. Thereby, IMPA algorithm provides more
several efficient classification rules with high performance and
remains faster then the other algorithms.
From this detailed analysis we can conclude that our IMPA
algorithm is an elegant algorithm that is able to extract more
multiple classification models with high accuracy for the
RNA-sequence classification problem. Therefore, it enables to
identify most of the features related to the investigated class.
Our algorithm operating efficiently because the integration of
the heuristic method to evaluate the feature subset which is
based it can help to provide more accuracy human interpretable
models. Moreover, our algorithm can be efficient and can
provide thousands of equivalent solutions in one single run.

VI. CONCLUSION

In this work, we presented a new algorithm (IMPA) enables
to extract multiple and equivalent models for RNA-sequence
classification problem. Our proposed algorithm adopted a

Fig. 4: Extracted rule number of Camur, Multiple Part, IMPA

feature elimination technique and integrated an heuristic eval-
uation method for each subset of selected features in order
to provide more accuracy rules for each classification model.
IMPA is applied on a set of RNA-seq data focusing on Breast
cancer from TCGA. After the experimental study, we prove
that our proposed algorithm is a reliable technique for extract
more compact rules with more relevant features than multiple
Part and CAMUR. It can also ignore redundant and duplicate
rules to be executed when ordered and evaluates the power set
of features to be eliminated.
In a future work, we plan to more ameliorate the execution
time of our algorithm to be applied on big data set. As another
future work we can extend the analyses to another biolog-
ical data set, e.g., RNA-sequece data of COVID-19, DNA-
methylation values and DNA-Barcoding in order to confirm
the validity of our approach. Also, we are investigating the
possibility to validate the extracted genes by domain experts
with deep analysis.
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