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Abstract—Since the emergence of MOOCs (Massive Online Open 

Courses) in the last decade, online education continuously evolves. 

With the abundance of learning resources provided by MOOC 

platforms, recommender system can be used to personalize 

learners’ learning experience with respect to learning material 

consumption. To provide user-adaptive and beneficial 

recommendation result, the recommender system should be 

designed with respect to properties of the online learning context, 

especially the sequential property of learning behaviors. In this 

paper, we propose a novel model SOLR, a session-based sequential 

model for online learning material recommendation. We use 

hierarchical RNN to model online learners’ learning sequences on 

both in-session and cross-session levels. Additionally, attention 

mechanism is used within sessions to model users’ learning session 

intent. The model is able to learn a hierarchical representation of 

users’ long-term learning history as well as short-term session 

sequential patterns. We conducted comparative experiments with 

session-based recommendation baseline methods as well as an 

ablation study on real-life MOOC dataset. The results show that 

our model achieves better recommendation results and provide 

justification for the sequential modeling and model training 

mechanism implemented in our model. 

Keywords- online learning, MOOC, recommender system, RNN, 

smart learning 

I.  INTRODUCTION 

Recent years have witnessed the rise of online learning. 
Since the emergence of MOOCs (Massive Online Open Courses) 
in the last decade, online education continuously evolves. One 
of the biggest online learning platforms Coursera had 37 million 
registered users and over 3100 active courses in 2018 [2]. The 
abundance of learning resources including digital textbooks, 
exercises, video tutorials, on-site forums and blogs creates the 
room and necessity for user personalization and adaptation in 
online learning systems. 

Recommender systems as a form of user personalization play 
an important role in online services, such as the field of e-
commerce, online content consuming (video and music 
streaming, news, etc. ) and social network. Recommendation 
techniques are usually classified into three categories: 
collaborative filtering, content-based and hybrid 
recommendation models [3]. Collaborative filtering studies the 
user-item interaction through user behavior or implicit 
feedbacks and predicts the user’s preference towards certain 
items. Content-based recommender uses item attributes and user 
profile as auxiliary information to match users with items. 
Hybrid techniques combine two or more strategies to meet 
specific requirements of the system [1]. Recently recommender 
systems using deep neural network gain much attention for their 
ability to incorporate multiple level of abstraction of the data 
using neural representation and deep structures and 
demonstrated great success in their performances [4][5].  

There have been successful attempts applying state-of-art 
recommendation techniques for online learning systems. 
Collaborative filtering methods have been implemented in early 
learning management systems [6][7]. Content-based techniques 
combining with domain ontology such as case-based reasoning 
and attribute-based matching have been used successfully to 
recommend learning materials [8]. Although general approaches 
of recommender systems could be transplanted to online 
learning platforms, to achieve better performance there are 
unique challenges to take into consideration within the online 
learning context [9]: 

1. Learning activities are organized in a sequential manner. 
There’s causality in learners’ learning histories, i.e. their 
background knowledge and materials they previously 
consumed. The sequential and progressive property is 
intrinsic within education which should be paid more 
attention to comparing to other recommendation 
scenarios such as e-commerce and streaming services. 



 

2. A user’s learning path on the platform consists of 
several sessions. Within each session users demonstrate 
different learning behavior styles and strategies which 
should reflect on the materials recommended to them. 

To tackle the problems stated above we propose a novel 
method using session-based sequential recommendation with 
hierarchical recurrent neural network to capture learners’ 
learning histories as well as their interest within sessions. In 
addition we use attention mechanism further enhance the session 
intent. Experiments show that our method achieves state-of-the-
art performance in online learning dataset. 

II. RELATED WORKS 

The concept of sequential recommendation is primarily used 
in session-based online activities. For sequential 
recommendation it’s important to capture user’s long-term static 
preference as well as to predict user’s short-term behavior in 
order to recommend the immediate item for user’s need [10]. 

Traditional sequential recommendation techniques include 
sequential pattern mining, Markov Chains, sequential KNN and 
session-based matrix factorization. Sequential pattern mining 
derives from frequent pattern and association rule mining in that 
it mines a collection of ordered frequent patterns and then 
performs inference based on predefined support and confidence 
thresholds [11]. Markov chains (MCs) based methods postulate 
that the item a user consumes next depends on one or several 
items he consumed before that. Matrix factorization-based 
methods are among the most relevant and efficient methods 
nowadays. Twardowski [12] applied factorization machine to 
session-based recommendation. Rendle et al. [13] combined first 
order MC with factorization method and He et al. [14] used 
similarity matrix factorization combining high order MC and 
achieved desirable performance on sparse data. 

There are several drawbacks in conventional methods. 
Sequential pattern mining methods suffer from scalability issues. 
Besides, they ignore the users’ differences in their behavior 
patterns thus lack the personalization we desire. KNN and matrix 
factorization have limited ability to capture sequential propriety 
across sessions. Markov Chain based methods fail to capture 
users’ long-term behavior tendency. 

In recent years deep learning with neural networks has 
achieved great advancement in the field of natural language 
processing and computer vision. Deep neural models have the 
ability to incorporate heterogeneous inherent and contextual 
information of the input with low dimensional representations 
and reduce the effort of using hand-crafted features. Covington 
et al. [15] proposed a deep neural model for YouTube video 
recommendation. Cheng, Heng-Tze, et al. [16] proposed a deep-
wide neural network structure recommendation framework. 
Both have achieved significant performance improvement 
comparing to conventional methods. 

Deep neural models that have been adapted to sequential 
recommendation problems are mainly Recurrent Neural 
Networks (RNNs) and Convolutional Neural Networks (CNNs). 
Hidasi et al. proposed GRU4Rec [17], using Gated Recurrent 
Unit to model the sequential item interactions and training the 
model using mini-batch parallel training. It’s the prototype for 

several later improved models [18][19]. By utilizing data 
augmentation strategy and improved pairwise loss function 
design the GRU4Rec models achieved better performance. The 
HRNN4Rec model developed by Quadrana et al. [20] first 
applied hierarchical RNN for recommendation to model users’ 
across-session and inner-session behaviors. Zhang et al. [21] 
further enriched the item side information by adding dwelling 
time in RNN recommendation scheme. Compared to RNNs, 
CNN structure does better in capturing global and non-
consecutive sequential behavior with lower computational costs. 
Tang and Wang proposed Caser [22] using convolutional 
sequence embedding with horizontal and vertical convolutional 
filters to capture the point-level, union-level and skip-item 
behaviors. 

Attention mechanism was first proposed in natural language 
processing for machine translation tasks [23]. It models 
machine’s “attention” by assigning different weights to parts of 
the input sequences which is ideal for modeling short-term intent 
in sequential recommendation problems. NARM [24] leverages 
attention mechanism for sessions in its encoder-decoder 
structure to model user’s purpose within sessions. Liu et al. [25] 
used attention mechanism and calculated the attention 
correlation between history and recent items. 

III.  METHODOLOGY 

In this section, we first frame the session-based 
recommendation task for online learning. Then we describe our 
model including the model structure and training specifications. 

A.  Session-based Recommendation 

A learner’s behavior on learning platform consists of several 
consecutive learning sessions which are loosely defined as the 
learning material sequences the learner consumes in a period of 
time. For example, a learner in one session beginning with 
logging in on the platform could revisit the tutorial video he 
watched during last session, begin a new video then go to the 
course forum for further exploration. To describe the problem 
formally, for a user u his whole lifetime activities on the platform 
could be represented as a set of sessions: 𝑆𝑢 =
{𝑠𝑢,1, 𝑠𝑢,2, … , 𝑠𝑢,|𝑆𝑢|} . Each session consists of several learning 

materials the user consumes: 𝑠𝑢,𝑚 = {𝑖𝑚,1, 𝑖𝑚,2, … , 𝑖𝑚,|𝑠𝑚|}. A 

session-based sequential recommender learns the user’s 
sequential behavior and learning history and tries to predict the 
most suitable material for the user to consume next within the 
current session. 

 

Figure 1. Illustration of the model structure 



 

B. Model 

To tackle the specific problems of online learning 
recommendation task, we propose our model Session-based 
Online Learning Recommender (SOLR). Our model uses a 
hierarchical recurrent neural network structure with GRU to 
model users’ learning behavior during sessions and their 
learning history. Attention mechanism is leveraged in the 
session local encoder to capture users’ session intent. The model 
takes in item embeddings, hierarchically encodes users’ local 
and global sequential behavior. Within sessions the sequence 
representations are fed into a fully connected layer to produce 
the recommendation results. The complete model structure is 
shown in Fig. 1. 

Embedding layer We user an attribute-aware embedding 
layer to produce the item representations taking into account the 
items’ category and type information. The category information 
could be the learning material’s subject and ontology 
information. The type information is the material’s form of its 
presentation(video, audio, forum thread, etc. ). For an item i, the 
embedding layer produce the item’s representation: 

𝒙𝑖 = 𝐶𝑂𝑁𝐶𝐴𝑇(𝒆𝑖
𝑖, 𝒆𝑖

𝑐 , 𝒆𝑖
𝑡𝑝

) (1) 

Where 𝒆𝑖
𝑖 , 𝒆𝑖

𝑐  and 𝒆𝑖
𝑡𝑝

 are the embedding of the item ID, 

category information and type information. The embedding 

matrices 𝐸𝑖 ∈ ℝ𝐷𝑖×|𝐼| , 𝐸𝑐 ∈ ℝ𝐷𝑐×|𝐶|  and 𝐸𝑡𝑝 ∈ ℝ𝐷𝑡𝑝×|𝑇𝑃|  each 
transforms the item’s ID, category and type one-hot 
representation into embedding of dimensions 𝐷𝑖 ,  𝐷𝑐  and 𝐷𝑡𝑝. 

RNN with GRU A Gated Recurrent Units is a more 
elaborated model first introduced to tackle the vanishing 
gradient problems in traditional RNN structure [26]. Using the 
mechanism of reset and update gates, GRU updates the hidden 
units in a selective and weighted manners in each step. 
Compared to GRUs, Long Short Term Memory (LSTM) 
networks are used more often in NLP tasks. However, [17] 
shows that replacing GRUs with LSTM led to worse 
performance in session-based recommendation. The activation 
of GRU is the interpolation between the previous activation and 

the candidate activation �̂�𝑡: 

𝒉𝒕 = (1 − 𝒛𝒕)𝒉𝑡−1 + 𝒛𝒕�̂�𝑡 (2) 

Where the update gate 𝒛𝒕 is given by: 

𝒛𝑡 = 𝜎(𝑊𝑧𝒙𝑡 + 𝑈𝑧𝒉𝑡−1) (3) 

And the candidate activation �̂�𝑡 is given by: 

�̂�𝒕 = tanh(𝑊𝒙𝑡 + 𝑈(𝒓𝑡⨀𝒉𝑡−1)) (4) 

𝒓𝑡 is the reset gate and calculated in a similar manner as 𝒛𝒕: 

𝒓𝑡 =  𝜎(𝑊𝑟𝒙𝑡 + 𝑈𝑟𝒉𝑡−1) (5) 

Matrices 𝑊𝑧 , 𝑈𝑧 , 𝑊 , U, 𝑊𝑟  and 𝑈𝑟  are all parameters to 
learn during training. The whole updating process can be noted 
as: 𝒉𝑡 = 𝐺𝑅𝑈(𝒙𝑡 , 𝒉𝑡−1) for simplicity.  

Hierarchical RNN The paragraph above describes a classic 
RNN structure. However, in the context of session-based user 

behavior, the idea of the sequence of sessions differs from a long 
item sequence. Users’ learning behavior on learning platforms 
shows different inner-session and cross-session patterns. For 
example, sessions could be abstracted as learner’s taking one or 
several tutorials, following up with certain points of the lectures, 
taking exercises or going over all previous sections for 
refreshment. Each of those groups of activities within sessions 
differs with respect to the sessions’ purposes and behavior 
patterns. And the progression of sessions signifies the learners’ 
accumulation of knowledge and their achievement on learning 
paths. Hierarchical RNN was used in HRNN recommender [20] 
for session-based recommendation. The idea was to build above 
item sequences (i.e. sessions) RNNs another global RNN 
encoder to model the session evolution. 

The session-level RNN takes within a session each item for 
input and predicts items the user is consuming next in this 
session. The user-level RNN takes each session’s last hidden 
state as input, and updates the hidden state for the next session’s 
initialization. We use upper corner s and u to differentiate the 
hidden state notations in the two levels. As illustrated in Fig. 1, 
the m-th session initialization is calculated as: 

𝒉𝑚,0
𝑠 = tanh(𝑊𝑖𝑛𝑖𝑡𝒉𝑚−1

𝑢 +  𝒃𝑖𝑛𝑖𝑡) (6) 

Then within the m-th session, GRU propagates through each 
step: 

𝒉𝑚,𝑡
𝑠 = 𝐺𝑅𝑈𝑠𝑒𝑠𝑠(𝒙𝑡 , 𝒉𝑚,𝑡−1

𝑠 ) (7) 

After the last step’s update, the session hidden state is taken 
as input for the user-level update: 

𝒉𝑚
𝑢 = 𝐺𝑅𝑈𝑢𝑠𝑒𝑟 (𝒉𝑚,|𝑠𝑢,𝑚|

𝑠 , 𝒉𝑚−1
𝑢 ) (8) 

Operating on two levels, hierarchical RNN models the inner-
session dynamics as well as cross-session user evolution which 
can be justified with the real-life online learning experience.  

 

Figure  2.    The attention mechanism 

Attention layer Attention mechanism is widely used in 
sequence modeling. During sequence prediction tasks, attention 
mechanism calculates each input’s contribution with respect to 
the current prediction. In our model during session propagation, 
to predict the current item we use all previously consumed items 
to produce a session intent embedding:  



 

𝒆𝑚,𝑡
𝑖 =  ∑ 𝛼𝑡,𝑗

𝑗=1,…,𝑡−1

𝒉𝑚,𝑗
𝑠  , s. t. ∑ 𝛼𝑡,𝑗

𝑗=1,…,𝑡−1

= 1 (9) 

Where the attention weights 𝛼𝑡,𝑗  are attained by using the 

query vector 𝒘𝛼  with softmax normalization: 

αt,j =  
exp(𝐰α𝐡m,j

s T
)

∑ exp(𝐰α𝐡m,l
s T

)l=1,…t−1

(10) 

As shown in Figure  2, the intent embeddings are fed to the 
fully connected layer to produce the final prediction for the next 
item.  

C. Model training 

We use user session parallel mini-batch training with prefix 
data augmentation method which is well established in the 
GRU4Rec family [17][18][19]. The user session parallel mini-
batch training method groups sessions by user then sorts sessions 
within each group using time stamps. Groups of sessions are fed 
to the model and trained parallelly. If any of these user sessions 
end the next sessions are put in their places. 

The model is trained with pairwise ranking loss function and 
negative sampling. The loss function we use is the TOP1 −
max loss, which is an improvement of the classic TOP1 function 
by focusing on the most highly ranked negative sample. Given a 
set of negative samples 𝑁𝑆, the TOP1 loss function is calculated 
as: 

𝐿𝑇𝑂𝑃1 =  
1

|𝑁𝑠|
∑ 𝜎(𝑟𝑗 − 𝑟𝑖) + 𝜎(𝑟𝑗

2)

𝑗= 1,…|𝑁𝑠|

(11) 

Where 𝑟𝑖 and 𝑟𝑗 are respectively the score of the target item 

and the score of the negative sample j. The second term in the 
sum represents a regularization by punishing the high score 
given to irrelevant items. The TOP1-max loss uses the softmax 
scores of all negative samples to weight each sample’s 
contribution: 

𝐿𝑇𝑂𝑃1−𝑚𝑎𝑥 =  
1

|𝑁𝑠|
∑ 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑟𝑗) ∙ (𝜎(𝑟𝑗 − 𝑟𝑖) + 𝜎(𝑟𝑗

2))

𝑗= 1,…|𝑁𝑠|

(12) 

The loss function focuses on the most wrongly rated items 
and alleviates the vanishing gradient problem when the number 
of samples increases [19]. 

 

Figure  3.    User parallel mini-batch training 

We use the user parallel mini-batch training mechanism 
which is proposed by Quadrana et al. for the HRNN4Rec model. 
As shown in Figure  3, we group sessions by user then feed 

several user sequences parallelly to the model. In each iteration, 
the current mini-batch serves as input for the update of users’ 
𝐺𝑅𝑈𝑠𝑒𝑠𝑠 and the next mini-batch serves as the ground truth for 
training. At end of the session, (8) is used for the update of the 
user’s 𝐺𝑅𝑈𝑢𝑠𝑒𝑟 . If one user’s sequence ran out, a new user 
sequence will be put in its place with 𝐺𝑅𝑈𝑢𝑠𝑒𝑟  and 𝐺𝑅𝑈𝑠𝑒𝑠𝑠 
reset.  

For the negative sampling, the original GRU4Rec model as 
well as its derived methods including HRNN4Rec all use a 
mechanism called batch sampling to speed up the training 
process. Batch sampling takes other parallel sessions’ item in the 
same batch as the negative samples. However, in the case of 
sequential modeling with explicit user representation, this 
mechanism suffers from under sampling effect. Because each 
user sequence can only be exposed to limited parallel users 
during training. Thus, we opt for the commoner popularity-based 
sampling mechanism during training. 

IV. EXPERIMENTS 

The experiments led in this study consist in two parts: 1. To 
demonstrate the effectiveness of our model, we compared our 
model against five baseline methods for session-based 
recommendation on their performance in online learning 
material recommendation. 2. We realized an ablation study in 
which we deprived our model of its several functionality 
modules to show the effectiveness of the mechanisms we 
implemented in our model. 

A. Dataset 

We use the XuetangX dataset of user logs for our 
experiments. XuetangX is the largest MOOC platform in China 
which has provided over 1000 courses and has more than 10 
million registered users. The XuetangX dataset contains users’ 
activity logs on the platform from August 2015 to August 2017. 
There are in total 698 instructor-paced mode (IPM) courses and 
515 self-paced mode (SPM) courses. We use users’ activity logs 
for SPM courses since during SPM courses users have more 
autonomy with respect to learning behaviors. Table I shows the 
aggregative description for the dataset: 

TABLE I.  DATASET OVERVIEW 

 Type Total count 

logs Video activities 

Forum activities 

Web page activities 
Assignment activities 

Total materials count 

382,225,471 

90,815 

5,496,287 
3,139,558 

1,227,078 

enrollment Total  

Users 

SPM courses 

218,274 

123,719 

515 

 

B. Baseline methods 

We compare our model against several baseline models: 

• Item-KNN: Calculating the item-item cosine similarity 
based on the co-occurrence of items in sessions across 



 

users. Regularization is applied to avoid high score. This 
method is session-based but non-sequential. 

• FOSSIL [14]: A hybrid model fusing matrix 
factorization-based similarity model with high order 
Markov Chain to take into account both user long-term 
preference and short-term sequential pattern. In these 
experiments the maximum order of the Markov Chain is 
set to 2.  

• GRU4Rec [19]: The improved version of GRU4Rec 
with prefix and dropout data augmentation mechanism 
and loss function with top-k gains. This model doesn’t 
have user representations thus lacks personalization.  

• HRNN4Rec [20]: The hierarchical RNN model for 
session recommendation. It could be seen as our model 
without attention mechanism. Similar to the original  
model, the model is trained with user parallel mini-batch 
training. But we replace the original batch sampling 
mechanism with popularity-based negative sampling.  

• u-GRU4Rec: A modified GRU4Rec model with 
recurrent user representation by joining sessions of the 
same user into a long sequence. Same to HRNN4Rec the 
model is trained with user parallel mini-batch training 
with popularity-based negative sampling. 

C. Experimental setups 

For our model, the item embedding, session hidden state and 
user hidden state are respectively of size 100, 256 and 256. For 
item embedding we include a category embedding using the 
course label to which the items belong. We train the model with 
user session parallel mini-batch training with batch size 500. The 
uniform negative sampling size is set to 1024.  

For other neural network baseline methods, we use the same 
setup for the size of hidden state vectors and training parameters. 
For the two models with user representation (u-GRU4Rec and 
HRNN4Rec) we didn’t implement the batch sampling method 
used in their original methods for its negative effect of under 
sampling. Instead we used uniform sampling as used in our 
model with the same sampling size.  

We use all users’ last session as test data and all their 
previous sessions as training data. The evaluation is also carried 
in a user parallel fashion.  

D. Results and analysis 

General performance As shown in Table II, our model 
outperforms the baseline models in recall and ranking 
evaluations. The following observations can be made: 

Compared to the baseline methods’ performances on other 
recommendation datasets such as movie and e-commerce 
datasets in their original studies, the recall and ranking 
evaluations are rather high across models for learning material 
recommendation for XuetangX dataset. This can be interpreted 
as the unique behavior paradigm on online learning platforms. 
Users’ behavior sessions are more or less predefined by the way 
the materials are organized. When an online course is curated by 
a MOOC provider it’s usually segmented by several learning 
sessions i.e. lessons. Users usually follow the material sequences 

within the paths of the courses in most part of the learning 
activity. Most of the uncertainty happens when users drift away 
from the course pages and into the forum threads as well as the 
revisiting of former consumed materials across several sessions. 

TABLE II.  GENERAL PERFORMANCE RESULT 

 

Compared to non-sequential baseline model item-KNN, the 
sequential recommendation models have significant higher 
scores. This proves that online learning activities are inherently 
sequential thus justifies the methodology of using sequential 
recommendation techniques in the online learning domain. 

Compared to non-neural methods(Item-KNN and FOSSIL), 
the three neural network methods have better performances on 
both ranking and recall evaluation metrics which proves that 
recurrent neural networks are better apt to sequential modeling.  

Models with recurrent user representation(u-GRU4Rec, 
HRNN4Rec and our model) outperform GRU4Rec model which 
is a non-personalized session-based sequential method. This 
could be attributed to the differences of the sequential patterns 
with respect to personal learning style and preference in the 
learning behaviors among users. Models with user 
representation are able to incorporate these personalized 
sequential patterns into user-distinct recurrent states. Also 
HRNN4Rec and our model both have better performances than 
u-GRU4Rec which shows the benefit of the hierarchical 
recurrent user representation. The traditional RNN structure is 
proved to have difficulty in long sequence modeling. The HRNN 
structure uses cross-session level update to aggregate the 
sequential history and in this case is more fitting to the online 
learning scenario.  

Overall our model outperformed all the baseline methods on 
both recall and ranking evaluation metrics. This could be 
attributed to the contribution of the user-level global 
representation and the contribution of attention mechanism 
within session. 

In-session performance analysis We compared the four 
sequential recommendation models above with user 
representation(FOSSIL, u-GRU4Rec, HRNN4Rec and our 
model) in their session-level performances by breaking down the 
sequential session recommendation into three stages: begin-
session, mid-session and the end-session. For begin-session 
performance we evaluate the recall and ranking ability of each 
model on the first two item of the session. The end-session is 
seen as the last item in the session and the rest is the mid-session.  

Methods 

Recall Ranking 

HR@5 HR@10 MRR@5 MRR@10 

Item-KNN 0.2581 0.3012 0.1403 0.2068 

FOSSIL 0.3492 0.4607 0.2711 0.2901 

GRU4Rec 0.3601 0.4613 0.2840 0.3006 

u-GRU4Rec 0.4364 0.5370 0.2995 0.3470 

HRNN4Rec 0.4388 0.5482 0.3010 0.3501 

SOLR 0.4565 0.5521 0.3172 0.3754 



 

From the results shown in Table III, We can see that our 
model and HRNN4Rec have better performance in begin-
session recommendation due to the session initialization using 
hierarchical user recurrent representation. With user 
representation the model can use the user’s learning history 
information and cross-session behavior to predict the beginning 
of the user’s next session. In mid-session and end-session 
recommendation our model has the best performance among the 
four, which is a testament to the session intent detection ability 
of the attention mechanism.  

TABLE III.  SESSION LEVEL PERFORMANCE RESULTS 

 

 

Figure  4.    Session level performance comparison 

The effect of the length of user learning history To further 
illustrate our model’s strength in users’ learning sequence 
modeling we inspected the performances of the neural network 
models with respect to the length of users’ learning history. The 
users were regrouped into three categories: users with short, 
medium and long learning history which contains respectively 
users with under 10, 10 to 30 and over 30 learning sessions. The 
models put in comparison are u-GRU4Rec, HRNN4Rec and our 
model, with the non-personalized GRU4Rec for the control 
group.  

The results show that u-GRU4Rec with the traditional RNN 
structure has declined performance for users with longer 
learning history. In this case considering the average items in 
one sessions of the XuetangX user logs, the normal RNN 
structure has difficulty in modeling learning material sequences 
after 200 updates on average. However both HRNN4Rec and 
our model show the increase in performance with the growth in 
length of user history, with our model achieving higher 
performance especially in ranking metric.  

We reason that the hierarchical RNN structure’s update 
mechanism is close to nature of user’s progression of their 
learning activities. Using HRNN the models have a better ability 
in modeling the accumulation and abstraction of learning history. 

TABLE IV.  EFFECTS OF LENGTH OF HISTORY  

 

 

Figure  5.    Performance comparison with different user history length 

E. Ablation study 

To demonstrate the effectiveness of our design of the model 
functionalities and choices for training mechanisms, we realized 
an ablation study where three mechanisms in the model are 
inspected for their contribution to recommendation performance: 
the attention mechanism, item embedding with extra-
information and the popularity sampling mechanism. In each 
experiment we remove one of the mechanism and keep the other 
two then train and evaluate the model with the dataset. 

TABLE V.  ABLATION STUDY RESULTS 

 

As shown in Table V, when the popularity-based sampling 
is changed to batch sampling used by the original GRU4Rec 
series of models, the model suffers from the most severe decline. 
This is due to the under sampling effect of using batch sampling 
method in user parallel mini-batch training. The model without 
the attention mechanism also has performance decline which is 
expected according to the comparison between our model and 
HRNN4Rec. However,  the extra-information embedding with 

Models 
HR@5 MRR@5 

begin mid end begin mid end 

FOSSIL 0.2041  0.3510  0.3587  0.1408  0.2782  0.2815  

u-GRU4Rec 0.2603  0.4395  0.4497  0.1579  0.2996  0.3105  

HRNN4Rec 0.3550  0.4406  0.4404  0.2071  0.3006  0.3230  

SOLR 0.3556  0.4531  0.4587  0.2075  0.3141  0.3354  

Models 
HR@5 MRR@5 

short medium long short medium long 

GRU4Rec 0.3618 0.3582 0.3601 0.2837 0.2841 0.2830 

u-GRU4Rec 0.4025 0.4382 0.4309 0.2989 0.3012 0.2932 

HRNN4Rec 0.4101 0.4390 0.4516 0.2972 0.3005 0.3054 

SOLR 0.4235 0.4525 0.4628 0.2996 0.3122 0.3241 

Methods Recall Ranking 

  attention 
extra 

embed. 
sampling HR@5 MRR@5 

SOLR 

w/o attention - + popularity 
0.4421 

(-3.15%) 

0.3056 

(-3.66%) 

SOLR 

w/o 

popularity sampling 
+ + batch 

0.4404 

(-3.61%) 

0.2811 

(-11.4%) 

SOLR 

w/o 

extra embedding 
+ - popularity 

0.4522 

(-1.02%) 

0.3106 

(-2.08%) 

SOLR + + popularity 0.4565 0.3172 



 

course information and material type information doesn’t appear 
to have a big effect in recommendation performance. We reason 
that this is due to the particular behavior patterns of online 
learning with respect to course subject and material type. 
Usually the learning materials are organized by curators and 
educators such that users can follow through the predetermined 
learning path. And most users feel comfortable to do as such. 
Most of the randomness appearing in learning sequences is in 
session beginning and when users go to materials out of course 
structure such as wiki pages and forum threads. Thus most of the 
sequential information with respect to the learning materials’ 
course and type information is learnt during training with only 
the embedding of item IDs. Overall the experimentation results 
justified the mechanisms used in our model. The HRNN 
structure combined with in-session attention mechanism, extra-
information embedding and popularity-based sampling 
mechanism has better ability in sequential recommendation and 
more adaptive to the online learning context. 

V. CONCLUSION 

This paper presented a hierarchical recurrent neural network 
model with attention mechanism for learning material 
recommendation on online learning platform. It captures users’ 
learning history and session behavior patterns in both global and 
session-level. Experiments conducted on real life data from 
XuetangX MOOC platform demonstrate the effectiveness of our 
model by comparing it to other sequential session-based 
recommendation methods. The comparisons of the 
performances on session-level and with various user history 
lengths show that our model is capable to incorporate long-term 
user behaviors and to learn an aggregated representation of user 
history. By modeling users’ intent during a session using 
attention mechanism, the model can achieve better performance 
for recommendation within current session. The experiment 
results prove that our model has better compatibility with the 
highly sequential online learning behavioral context. We would 
further explore the potential of incorporating more material side 
information such as tag information and domain ontology which 
we believe can contribute to session-based recommendation for 
online learning. The model could also be applied in other 
domains of recommendation where the user behavior has an 
inherently sequential property. 
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