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Abstract

The selection of variables in a given experiment is cru-
cial, since it is the theoretical foundation that guides how
data should be collected and analyzed. However, select-
ing variables is an intricate activity, especially considering
areas such as Software Engineering and Education, whose
studies should also consider human-related variables in the
design. In this scenario, we aim to investigate how a sup-
port mechanism helps on the variables selection activity
of the experiment process. To do so, we conducted a pre-
liminary study on the use of an experimental framework
composed by a catalog of variables. We explored the do-
main of the integration of software testing into program-
ming education. Participants were divided into two groups
(ad hoc and framework support) and asked to select vari-
ables for a given experiment goal. We analyzed the results
by identifying threats to validity in their experimental de-
sign drafts. Results show a significant number of threats of
type inadequate explication of constructs for both groups.
Nonetheless, the framework helped to increase the clarity
of concepts selected as variables. The cause of most raised
threats, even with the framework support, was an inaccu-
racy in selecting the values of such variables (i.e. treat-
ments and fixed values).

Keywords: Experimental design, Variables selection,
Support mechanisms and Experimental framework.

1 Introduction

The central idea in an experiment is a cause-effect re-
lationship of a given phenomenon. Naturally, the phe-
nomenon of interest may be affected by a sheer number of
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variables, but the researcher is supposed to select the ones
related to the hypothesized cause-effect relationship. Such
variables make up much of experimental design, i.e. the
plan to conduct the experiment [8, 19].

Researchers usually rely on their personal experience
and the empirical literature as a source to help designing
their experiments [6]. In this sense, Borges et al. [4] identi-
fied several support mechanisms present in the literature of
Software Engineering.

Some mechanisms provide help in terms of method, by
delineating the experiment process and guidelines on how
to conduct its composing activities, such as [19, 8] and [9].
Still, an experimental framework is another kind of support
mechanism that provides help in the sense of promoting bet-
ter study designs.

An experimental framework usually includes models of
the domain of interest, providing the basic structure of ex-
periments in such domain [2, 7]. In this sense, it can help
to design new studies as a support mechanism to define
domain-specific elements.

In this paper we investigated the support provided by an
experimental framework to study designing. We explored
the domain of software testing integration into program-
ming courses, with a framework that we created in previous
works [16], named Step. More specifically, we were in-
terested in evaluating the support of Step while researchers
conduct the variables selection activity, which is part of the
planning phase in the experimental process.

The remainder of this paper is organized as follows. Sec-
tion 2 describes the variables selection activity and the ex-
perimental framework Step. Section 3 presents other exist-
ing frameworks in the literature and similar studies that also
investigated research activities. The study protocol and the
obtained results are described in sections 4 and 5, respec-
tively. We discuss threats to validity in Section 6. Finally,
Section 7 presents conclusions and future work.



2 Background

The variables selection activity involves representing
the investigated cause and effect constructs as experiment
variables. The cause is represented by independent vari-
ables and the effect by dependent variables.

Juristo and Moreno [8] indicate in details the rationale to
select the variables of a given experiment. For all the iden-
tified “input” variables representing the cause construct, i.e.
independent or context variables, the researcher has to de-
termine whether each one is a factor, parameter or blocking
variable.

Similarly, the identified “output” variables representing
the effect construct are dependent variables. Such variables
hold quantitative result values and should be operational-
ized by means of a metric, if not directly measurable. Still,
the hypothesis states in a testable way the researcher’s guess
about how these selected variables will behave during the
experiment.

An experimental framework can provide support to iden-
tify and properly select such variables [2, 7, 17, 10]. In this
scenario, we created an experimental framework, named
Step, for studies on the integration of software testing into
programming education [16].

Step includes the model depicted in Figure 1, which con-
sists in a catalog of variables on such research domain. The
idea is to support researchers in the planning phase of the
experiment process [19], more specifically in the activities
of context selection, hypothesis formulation and variables

selection.
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Figure 1. Experimental framework Step

3 Related Work

There are several proposals of frameworks in the Soft-
ware Engineering literature, all aiming to incorporate do-
main models. Authors use different names to refer to this
kind of frameworks: organizational framework [2], re-
search framework [7] and evaluation framework [18, 11].
Nevertheless, all of them include models of domain-specific

elements (e.g. variables) that should be defined when de-
signing an experimental study.

It is worth mentioning that the Computer Science Educa-
tion area presents an experimental framework for algorithm
visualization [12]. In this case, the authors explore one in-
dependent variable of the domain, i.e. students’ engagement
with visualization tools.

The aforementioned frameworks have been used as a ref-
erence to design studies in each respective domain, as their
authors demonstrate. In this work, we were interested in
evaluating the support of this kind of framework while re-
searchers conduct experimental activities.

To this end, we followed a similar approach to Rainer
et al. [14], Neto and Conte [13] and Ribeiro et al. [15],
which also evaluated researchers conducting research activ-
ities, such as applying guidelines, performing validity eval-
uation and conducting systematic reviews.

4 Method

We conducted an exploratory study on the use of Step
by researchers that were not involved with the framework
creation. Our goal, expressed using the GQM template [1],
is as follows:

Analyze the use of Step

for the purpose to characterize

with respect to validity of variables selection

from the point of view of the researcher

in the context of graduate students selecting variables and
formulating a hypothesis for a given research goal

As stated in the goal, we investigated the use of Step as a
support mechanism during the experiment process. We fo-
cused on the variables selection activity, providing an exper-
iment goal on our domain of interest (i.e. software testing in
programming education) as a starting point to participants.

4.1 Participants

There were seven participants in total, all graduate stu-
dents that completed the Experimental Software Engineer-
ing course at [ICMC-USP. Hence, they all had knowledge on
the basics of experimentation and the experiment process.

We characterized their background experience both in
terms of experimentation and our area of interest (program-
ming education). Firstly, Figure 2 shows how many experi-
ments they have conducted (including definition, planning,
execution and analysis). Note that every participant con-
ducted at least one experiment and most were involved in
two or more experiments.

Since we aim to evaluate the use of Step during the ex-
periment process, we asked participants what other support
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Figure 2. Number of experiments conducted
by the participants

mechanisms they usually consult while conducting experi-
ments. Borges et al. [4] identified several mechanisms used
by researchers to conduct empirical studies. We presented
the ones related to experiments as options to participants,
namely: [19], [9], [1], [8], and [2]. Nonetheless, they could
indicate other sources of information as well. There was
only one mention to another paper [3].

Figure 3 provides an overview of responses. We refer to
the options as the first author’s name, distinguishing the re-
peated ones by adding the main subject next to it. The book
of Wohlin et al. [19] is the most consulted one, followed by
the GQM model [1]. On the other hand, it is interesting to
note that nobody indicated the book of Juristo and Moreno
[8], especially considering that such book provides detailed
rationale on designing experiments.
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Figure 3. Support mechanisms used by the
participants to conduct experiments

Regarding their background on our domain of interest,
we asked participants about their experience in program-
ming education. We provided options in terms of the roles
in which they could have performed activities in this area,
namely instructor, teaching assistant (TA), researcher and
none. As Figure 4 shows, most (85.71% — 6) had some kind
of experience in the area, whether in practice, as instructor
or TA of programming courses, or in theory, as researchers.

We also asked about their familiarity with the integration
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Figure 4. Experience in programming educa-
tion

of software testing into programming education. All had
some kind of familiarity on the domain, since the option
“none” was not selected by anyone. Some (42.86% — 3)
even have conducted empirical studies on the domain.
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Figure 5. Familiarity with the integration of
software testing into programming education

4.2 Procedures and materials

The study involved participants performing variables se-
lection in our domain of interest with two different ap-
proaches. They were thus divided into two groups: one us-
ing an ad hoc approach (G1) and the other consulting Step
(G2).

Firstly, participants filled out a consent form and then re-
ceived training on study designing, to recall basic concepts
such as independent, context and dependent variables.

Moreover, we reinforced the rationale to select which in-
put variables should be factors, parameters or blocking vari-
ables and which output variables should be the investigated
dependent variables in a given experiment. Only partici-
pants in G2 received additional training on the experimental
framework Step.



We handed out the training materials on experiment de-
signing to both groups and the overview of Step only to G2.
Then, we asked participants to fill out the characterization
form, which provided us information on participants’ back-
ground, as discussed in Section 4.1.

Finally, participants undertook the study task, generating
experimental design drafts. We asked them to perform vari-
ables selection and formulate a hypothesis for the following
experiment goal:

Analyze progressive assignments

for the purpose to evaluate

with respect to student’s testing performance

from the point of view of the researcher

in the context of introductory programming courses of
Computer Science at ICMC-USP.

We discussed the underlying scenario with participants,
highlighting the motivation to explore this particular goal,
which is the following. If students had a greater incentive to
ensure quality in their programs, maybe they would feel the
need to conduct software testing. One way to lead students
in this direction is conducting progressive assignments [5].

A sequence of assignments could be formulated in such
a way to configure the progression, i.e. all assignments, ex-
cept the first one, should have as a prerequisite the solution
of the previous one. Students would have to maintain their
code from previous solutions, instead of starting them all
from scratch.

To complete the study task, participants were supposed
to fill out a form, resulting in an experimental design draft.
The form was composed by the elements required in the ex-
periment activities we explored: hypothesis, independent
and context variables (factors with respective treatments,
parameters with respective values, blocking variables with
respective blocks) and dependent variables with respective
metrics/description.

We evaluated each experimental design draft by means
of the number of identified threats to validity. To do so, we
used the threats to validity presented by Wohlin et al. [19]
as a checklist. However, we only considered threats due to
the activities that participants performed, namely hypothe-
sis formulation and variables selection.

Furthermore, the selected threats have to do with how
well experiment variables represent the theory constructs
(construct validity) and whether the investigated relation-
ship is indeed causal (internal validity).

The remaining types are related to representativeness of
subjects and objects (external validity) and issues of the
statistical analysis (conclusion validity). Such threats are
raised due to decisions of other activities outside the scope
of this study (i.e. selection of subjects, instrumentation, ex-
ecution, hypothesis testing and so on).

5 Results

Table 1 shows occurrences of threats to validity for indi-
vidual participants. Each type of threat is labeled with an
id (T1, T2, and so on). A dash in a cell indicates that the
corresponding threat in the row had no occurrence for the
participant in the column. Similarly, each value indicates
the number of threat occurrences for a given participant.

These same results are summarized in Table 2 with the
average (Avg.) and standard deviation (SD) for each group.
Considering all threats to validity (i.e. total in the last
row), participants using Step presented less threats in av-
erage than the ones selecting variables ad hoc, respectively
3.25 against 5.66.

Looking at each threat that had occurrences, T1 was the
most frequent one, for both groups. In particular, partici-
pants s3 and s5, from distinct groups, presented high values
for this threat. Still, in average, Group 2 (2.75) presented
less T1 threats than Group 1 (5.00).

One example of such threat found in s2’s dependent vari-
ables, “student program quality”, whose description/metric
was “student programs will be assessed by instructors’ test
cases”. It is possible to note that it is not clear how quality
is going to be measured.

Another example, now on Group 2, from s6’s context
variables, “student previous knowledge” was selected as a
blocking variable, with blocks defined as “different levels of
knowledge in Java development”. However, it is not clear
what levels are these.

Next, T3 had one occurrence in Group 1 for s2, whose
selection of dependent variables included only one variable,
thus configuring mono-method bias. Again, the selected
variable was “student program quality”, without defining
how quality should be assessed.

All participants in Group 2 selected more than one de-
pendent variable. Moreover, s4, s5 and s6 selected many de-
pendent variables (more than five) without necessarily hav-
ing a direct relation with the hypothesis they formulated.

Threat T4 was the second most frequent one. For Group
1, s3 indicated that “C++ or Java” would be a context vari-
able, when in fact the correct construct would be “program-
ming language” instead.

For Group 2, s4 indicated “prior programming experi-
ence” as a blocking variable, whose blocks would be “up to
four completed programming courses” and “more than four
completed programming courses”. Such division seems ar-
bitrary, since, until completing four programming courses,
students can present very different levels of programming
experience.



Table 1. Occurrences of threats to validity

Group 1 Group 2

Ad hoc Step
id | Threat sl | s2 | s3 | s4 | s5 | s6 | s7
T1 | Inadequate preoperational explication of constructs | 4 4 7 1 7 3 -

T2 | Mono-operation bias

T3 | Mono-method bias

T4 | Confounding constructs and levels of constructs - - 1 1 - 1 -

TS5 | Interaction of testing and treatment

T6 | Restricted generalizability across constructs

T7 | Ambiguity about direction of causal influence

Total

Table 2. Summary of threats to validity occurrences

Group 1 Group 2
Ad hoc Step

id Threat

Avg. | SD | Avg. SD

T2 | Mono-operation bias

T1 | Inadequate preoperational explication of constructs 5 1.73 | 275 | 3.09

T3 | Mono-method bias

0.33 | 0.57 -

T4 | Confounding constructs and levels of constructs

T5 | Interaction of testing and treatment

033 | 057 | 05 0.57

T6 | Restricted generalizability across constructs - - - -

T7 | Ambiguity about direction of causal influence

Total

5.66 | 2.08 | 3.25 | 2.98

6 Threats to validity

Regarding the external validity of our preliminary study,
we had a small sample size and the study task may not
represent how researchers conduct study designing in real-
world conditions.

Firstly, they worked alone only in a limited part of the
experiment process, when usually researchers conduct ex-
periments in a holistic and collaborative way. Nevertheless,
we believe it was thereby possible to isolate the use of Step.

Another threat to validity that could be raised is limit-
ing researchers to the concepts present in the experimental
framework. However, participants in Group 1 (ad hoc) pre-
sented design drafts that tended to be more incomplete than
Group 2 (Step), what can be verified by the higher num-
ber of threats T1 (inadequate preoperational explication of
constructs) in Group 1.

Also, it is important to highlight that threats to validity
are expected in a human-centered experiment. The presence
of a threat does not necessarily invalidate an experimental
design. Hence, only the number of threats may not fully
capture its quality. Nonetheless, we focused on two types
of validity (construct and internal), both related to theory
representation, whose corresponding threats should be care-
fully analyzed and, whenever possible, mitigated.

Finally, only one person, i.e. the first author, analyzed
the experimental design drafts and identified the threats to
validity. Therefore, we cannot address inter-rater reliability
nor discard the presence of bias in the results. Despite this,

the findings shed light on how researchers use an experi-
mental framework, along with possible benefits and draw-
backs in doing so.

7 Conclusion

In this paper we reported an exploratory study on the use
of the framework Step as a support mechanism to select ex-
perimental variables. Despite preliminary, we can point out
some interesting findings. The overall number of threats to
validity in average was lower for participants using Step,
what suggests that it does help to perform variables selec-
tion while designing an experiment.

However, there was a considerable amount of threats
T1 (inadequate preoperational explication of constructs) for
both groups. Looking at specific occurrences of this threat,
it is possible to observe different trends for each group.

Group 1 (ad hoc) tended to present less clarity when se-
lecting both the concepts for the variables and their respec-
tive values (i.e. treatments, values, blocks and metrics). On
the other hand, Group 2 (Step) tended to only present diffi-
culties on selecting the latter. Indeed, Step does not provide
much support towards defining variables’ values.

Another aspect that drew attention in results is that some
participants in Group 2 (Step), namely s5, s6 and s7, seem
to have aimlessly selected several variables from Step, in an
attempt to form a experimental design. However, not every
selected variable in this way had a clear relation with their
formulated hypothesis or the provided goal.



Hence, results suggest that Step helps to select vari-
ables on the domain with more clarity, but does not pro-
vide enough support to select their corresponding values
and metrics. Also, we observed a possible side effect of
novice researchers using an experimental framework, which
is the selection of unnecessary variables, in a kind of trial
and error behavior.

The purpose of Step is to help researchers to have an
overview of what has been done in the domain research,
allowing them to borrow useful concepts and to explore
“new” ones. More importantly, the organized overview of
concepts can help the researcher to clearly see the bound-
aries of the study being conducted in terms of domain con-
cepts. In this sense, the results on the use of Step allowed
us to observe how researchers not involved with its creation
would use it and their resulting experimental designs.

As future work, we intend to further investigate how
experimental designing is done in practice, especially by
novices. Also, we aim to propose a mechanism in terms of
method to support the conduction of variables selection and
validity evaluation in parallel.
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