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Abstract
The polymorphic domain of software reverse engineer-

ing varies since 90s due to multiple reasons. Some of the
primary reasons include the acceptance of new program-
ming languages, underlying technique of reverse engineer-
ing and the desired output notation of the reverse engineer-
ing that varies with evolution of software. The purpose of
this paper is to provide a trend-based taxonomy of reverse
engineering that can classify the differences and similari-
ties in the reverse engineering throughout the years.
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1. Introduction
”Reverse engineering can be viewed as a process of

analysing a system to identify the system's components and
their interrelationships” [14]. This process is used to com-
prehend, or analyse a system in order to extract an archi-
tecture/notation for various purposes e.g., re-structuring of
legacy systems [2, 6, 31], understanding the code traces
[23], find out the feature locations [37, 51] and develop-
ing understanding of the systems with poor documentation
[19].

The purpose of this paper is to analyse the pros and cons
and to reason about the changes in the nature of reverse en-
gineering throughout the years. This paper can be used as
a reference document to understand the factors and reasons
that change the nature of software reverse engineering since
90s.

There are few factors that are responsible for the change
in nature of reverse engineering throughout the years i.e.,
targeted programming language, underlying technique to
reverse engineer software and the output notation of reverse
engineering. Most reverse engineering approaches try to
tackle the programming language that is considered legacy
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for a specific domain OR better upcoming options are on
the horizon for that particular domain. Therefore, most of
the approaches from 90s to early 2000s were applied on
COBOL and C code bases [18, 21] whereas, most of the
current ones are being applied on Java [6, 44]. Secondly,
the notation of retrieved output after reverse engineering
started as system documentation/comprehension [12] and
went through the concept-lattices/graphs and code traces
[9, 13] that can help in understanding the composition of
a system. Nowadays, reverse engineering is moving to-
wards architectural retrieval that can enable reusability of
resources [2, 29].

This paper only covers those approaches that deal with
transformation of source code from one notation to another.
The succeeding sections will discuss the framework of clas-
sification and discuss the reverse engineering approaches
with respect to the timeline since 90s.

2. Framework of Classification
The proposed framework and the approaches that we

cover are presented in Table. 12. The stated table has fol-
lowing parameters of classification.

• Timeline: Timeline has been classified into five inter-
vals. Starting from an interval of ten years3 followed
by the four intervals of five years each.

• Approaches: This column shows the total number of
reverse engineering approaches that we have covered
during each phase.

• Approach Name and Reference: As the name sug-
gests, these columns will show all the appraoches
along with their references.

2Table 1 Legend:
F: Feature Model, C: Re-structured Code, NEC: Non-Explicit Components
EC: Explicit Components, VB : View Based G: Concept-Lattices/Graphs, CT: Rank-Based Map-
ping/Code Trace
CO: COBOL, LI: Language Independent, J: Java, OO: Object-Oriented

3First interval consists of a decade rather than five years due to a smaller number of approaches
proposed in that specific timeframe.



Timeline Approaches Approach Name Reference
Technique Retrieved Notation Programming Language

Parsing
Based

Plan
Based Transformational Translational F C NEC EC VB CO C C++ LI J OO

G CT

90s-2000 5 RECAST [18] 3 3 3
Sub-System Identifi-
cation

[36] 3 3 3

Ward and Bennet’s
Approach

[48] 3 3 3

Burd and Munro’s
Approach

[12] 3 3 3

Design Components [29] 3 3 3

2001-2005 9 Concern Graphs [40] 3 3 3
Favre et al. [25] 3 3 3
Systematic Method
Approach

[31] 3 3 3

Dynamic Feature
Traces

[23] 3 3 3

Concept Analysis [21] 3 3 3
Trace Dependency
Analysis

[19] 3 3 3

Software Evolution
Analysis

[27] 3 3 3

Locating Features in
Source Code

[22] 3 3 3

Automatic Genera-
tion

[39] 3 3 3

2006-2010 21 Dependence Graph [40] 3 3 3
Javacompext [6] 3 3 3
Chouambe at al. [15] 3 3 3
Antoun et al. [2] 3 3 3
L2CBD [30] 3 3
CORE [32] 3 3 3
Bunch Tool [35] 3 3 3
Natural Language
Parsing

[1] 3 3 3

Source Code Re-
trieval

[34] 3 3 3 3

Combining FCA
with IR

[38] 3 3 3

STRADA [20] 3 3
Call-Graph [9] 3 3 3 3
Focused-view on Ex-
ecution

[10] 3 3 3 3

Scenario-Driven Dy-
namic Analysis

[42] 3 3 3

Featureous [37] 3 3 3
Static and Dynamic
Analysis

[41] 3 3 3

Heuristics Based Ap-
proach

[8] 3 3 3

Landmark and Barri-
ers

[47] 3 3 3

SNIAFL [52] 3 3 3
Cerberus [17] 3 3 3
Concern Identifica-
tion

[45] 3 3 3

2011-2015 13 RecoVar [51] 3 3 3
Semi-Automatic Ap-
proach

[46] 3 3 3

Archimetrix [16] 3 3 3
Quality-centric
Approach

[28] 3 3 3

Memory-constrained
Environment

[49] 3 3 3

Erdemir et al. [24] 3 3 3
Product Variants [50] 3 3 3
Evolutionary Algo-
rithms

[33] 3 3 3

Software Configura-
tions using FCA

[3] 3 3 3

Reverse Engineering
Feature Models

[44] 3 3 3

Component Oriented
Architecture

[4] 3 3 3

MoDisco [11] 3 3
Language Indepen-
dent Approach

[53] 3 3 3

2016-Current 3 Shatnawi et al. [43] 3 3 3
Alshara et al. [5] 3 3 3
RX-MAN [7] 3 3 3

Table 1: Trends in Software Reverse Engineering



• Technique: The parameter Technique is further classi-
fied based on the Gannod’s and Cheng’s framework as
follows [26]:

– Parsing Based: approaches use parsers like AST
(Abstract Syntax Tree) to capture a code base for
reverse engineering without losing any detail.

– Plan Based: approaches use heuristics and de-
fine abstraction models to capture the source
code.

– Transformational: techniques transform one no-
tation of semantics into another by specifying a
formal context.

– Translational: ones translate a program into an
equivalent formal specification e.g., creation of a
directed graph from source code.

• Retrieved Notation: shows us the output that each ap-
proach offers. This parameter has been classified into
feature models, restructured code, non-explicit com-
ponents (no defined composition), explicit components
(components that follow a component model) and view
based output (further classified into code traces and
concept-lattices/graphs).

• Programming Language: represents the targeted lan-
guage of a reverse engineering approach. The lan-
guages are classified into COBOL, C, C++, Java, OO
(work on any object-oriented code) and LI (language
independent approaches).

3. Trends in Software Reverse Engineering
Based on the proposed framework and 51 approaches

that we have covered in this paper (Table. 1), there is a
clear pattern that shows the variation of software reverse
engineering since 90s.

Almost all the covered approaches from 90-2000s are
parsing-based i.e., heuristics and plan-based reverse engi-
neering was not developed enough to conduct the process
of reverse engineering. All the approaches were applied
and designed for COBOL and C/C++ code bases i.e., Java
was becoming popular in late 90s and was not considered
because its code bases did not reflect legacy code in that
era. The popular notations of the output of reverse engineer-
ing were components or graphical representations that can
help in code comprehension although, the components’ no-
tations were not specified by some component model. Com-
ponents in that era were usually defined as loosely coupled
code chunks without proper definition of composition.

From 2001-2005, translation-based reverse engineering
was the preferred way instead of parsing-based reverse en-
gineering. Most of the approaches targeted object-oriented
legacy code4. An important change in this phase is the pre-
ferred output of reverse engineering i.e., code trace that can
help in finding the feature locations in a code base. Most

4Such approaches can be applied on any object-oriented code though most of them chose Java
as the targeted language.

approaches (e.g., [23] [27]) conducted dynamic reverse en-
gineering to map legacy code bases in terms of the features
of software.

From 2006-2010, the domain of reverse engineering was
all about heuristics i.e., reverse engineering was based on
plan-based or translation-based (translation via heuristics)
methodologies. This was the era of visualisation-based re-
verse engineering i.e., all the approaches produced either
code traces or concept lattices to visualise the dependencies
e.g., [9] [40]. Many established domains like IR (informa-
tion retrieval) and NLP (natural language parsing) were in-
volved in reverse engineering to produce better results from
heuristics (e.g., [1] [38]). In this phase, 61% of the covered
approaches targeted Java i.e., the trend moved specifically
towards Java rather than general OO. It was justified due to
the fact that by the end of this phase, many enterprise java
code-bases were started to be considered legacy code.

From 2011-2015, the parsing-based reverse engineering
was again on the rise i.e., 42% approaches from this phase
were based on parsing. It was due to the fact that most ap-
proaches extracted ADL-based components/architectural-
notations from the legacy code-bases. Such architectural
notations demand preservation of the functionality of an
original code base and heuristics cannot guarantee lossless
extraction of architecture. 21% of the covered approaches
were plan-based and a few of the approaches extracted fea-
tures/feature models (e.g., [3] [44]). 53% approaches con-
sidered object-oriented code-bases.

The current phase (2016-current) of software reverse
engineering still revolves around architectural re-usability.
Software reverse engineering is moving away from graphs
and code traces towards components. OO code in general
and Java in particular is the favourite choice of current ap-
proaches. Table. 15 shows the overall statistics of the trends
in software reverse engineering.
4. Conclusion

In this paper, we have covered more than 50 approaches
to determine the trends and variations in software reverse
engineering since 90s. Our framework shows that re-
verse engineering is moving from code comprehension and
graphs towards components and architectural notations.

The adaptation in the techniques of reverse engineer-
ing went through phases of parsing-based, translational and
plan-based reverse engineering whereas, most of the recent
reverse engineering approaches are again in favour of pars-
ing with an aim of architectural retrieval that requires the
preservation of syntactic code structure.
References

[1] Surafel Lemma Abebe and Paolo Tonella. Natural language
parsing of program element names for concept extraction. In
18th International Conference on Program Comprehension
(ICPC), 2010 IEEE, pages 156–159. IEEE, 2010.

5MoDisco is a framework and L2CBD is a methodology rather than concrete approaches there-
fore, no programming language/Technique is specified for them respectively.



[2] Marwan Abi-Antoun, Jonathan Aldrich, and Wesley Coelho.
A case study in re-engineering to enforce architectural con-
trol flow and data sharing. Journal of Systems and Software,
80(2):240–264, 2007.

[3] R Al-Msie’Deen, Marianne Huchard, A-D Seriai, Christelle
Urtado, and Sylvain Vauttier. Reverse engineering feature
models from software configurations using formal concept
analysis. In CLA 2014: Eleventh International Conference
on Concept Lattices and Their Applications, volume 1252,
pages 95–106, 2014.

[4] S. Allier, S. Sadou, H. Sahraoui, and R. Fleurquin. From
object-oriented applications to component-oriented applica-
tions via component-oriented architecture. In 2011 Ninth
Working IEEE/IFIP Conference on Software Architecture,
pages 214–223, June 2011.

[5] Zakarea Alshara, Abdelhak-Djamel Seriai, Chouki Tiber-
macine, Hinde Lilia Bouziane, Christophe Dony, and Anas
Shatnawi. Migrating large object-oriented applications into
component-based ones: Instantiation and inheritance trans-
formation. SIGPLAN Notices, 51(3):55–64, October 2015.

[6] Nicolas Anquetil, Jean-Claude Royer, Pascal Andre, Gilles
Ardourel, Petr Hnetynka, Tomas Poch, Dragos Petrascu, and
Vladiela Petrascu. Javacompext: Extracting architectural el-
ements from java source code. In 16th Working Conference
on Reverse Engineering, 2009. WCRE’09., pages 317–318.
IEEE, 2009.

[7] Rehman Arshad and Kung-Kiu Lau. Reverse engineering en-
capsulated components from object-oriented legacy code. In
Proceedings of The 30th International Conference on Soft-
ware Engineering and Knowledge Engineering, 2018. KSI
Research Inc., 2018.

[8] Fatemeh Asadi, Massimiliano Di Penta, Giuliano Antoniol,
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