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Abstract—Online job boards become one of the central 
components of the modern recruitment industry. Existing systems 
are mainly focused on content analysis of resumes and job 
descriptions, so they heavily rely on the accuracy of semantic 
analysis and the coverage of content modeling, in which case they 
usually suffer from rigidity and the lack of implicit semantic 
relations. In recent years, session recommendation has attracted 
the attention of many researchers, as it can judge the user's 
interest preferences and recommend items based on the user's 
historical clicks. Most existing session-based recommendation 
systems are insufficient to obtain accurate user vectors in sessions 
and neglect complex transitions of items. We propose a novel 
method, Area Knowledge and Interest Graph Neural 
Networks(AIGNN). We add job area knowledge to job session 
recommendations, in which session sequences are modeled as 
graph-structured data, then GNN can capture complex transitions 
of items. Moreover, the attention mechanism is introduced to 
represent the user's interest. Experiments on real-world data set 
prove that the model we proposed better than other algorithms. 
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I.  INTRODUCTION 
Now more and more candidates are looking for suitable jobs 

through the Internet. The traditional method of searching for 
keywords is inefficient, and users can only perform self-
assessment based on recruitment information to determine 
whether they meet the post. This method cannot quickly find 
relevant recruitment data that matches candidates[1]. The 
recommendation system is a highly automated system that can 
efficiently recommend the items people need. The 
recommendation system has been applied in e-commerce[2], 
personalized advertising recommendation[3], e-learning 
recommendation[4]. In recent years, job recommendation 
systems have received increasing attention from researchers[5]. 
Job recommendation systems can quickly recommend suitable 
positions for job seekers. 

Traditional job recommendation methods are mainly based 
on collaborative filtering[6], content-based approaches[7], the 
hybrid method[8].  Now deep learning method is also applied in 
job recommendation[9]. The core of session-based 

recommendation methods is to recommend new items to users 
based on the changing relationship among items. In job 
recommendation, people need to consider not only the position 
but also the workplace. Specific knowledge shows its 
advantages in multiple tasks[10][11]. In this paper, we introduce 
area knowledge and consider the regional characteristics in job 
recommendations to further improve the performance of the 
model. In real life, the user's behavior can be expressed as a 
sequence. The user's recent behavior sequence can be regarded 
as the user's current preferences, and the user's early historical 
session information implies the user's previous long-term 
interest preferences. Since the user's long-term preferences will 
change with time, so the current preference of the user cannot 
correctly reflect the real situation of the user to a certain extent. 
The previous job recommendation has weakened the influence 
of the difference between long-term and short-term interests on 
job seekers. This paper realizes more accurate job 
recommendations for users by considering the weight difference 
among long-term, short-term and global interests of job seekers. 
In this paper, we propose a job session recommendation model 
that combines area knowledge and interest graph neural 
networks(AIGNN). 

II. RELATED WORK  
A. Conventional Recommendation Methods 

The matrix factorization is a common method in 
recommendation system. The basic objective is to factorize into 
two low-rank matrices according to a user-item rating matrix, 
and each matrix represents a latent factor of users or items[12]. 
This method is not suitable for the session-based 
recommendation system because the user preference is only 
provided by some positive clicks. The item-based neighborhood 
methods[13], this method is difficult to consider the order 
relationship among items. Markov decision processes[14], 
mainly learns the probability of state transition. The problem is 
that as items increase, it is very tough to model all possible click 
sequences. 

 
B. Deep-learning-based Methods 

Hidasi et al.[15] used RNN to form a deep neural network 
to predict the probability of the next clicked item in the session. 
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Tan et al.[16] improved the recurrent network model by using 
appropriate data augmentation techniques and taking into 
account temporal changes in user behavior. Tuan et al.[17] 
proposed using a 3D convolutional neural network to better 
model user-item interaction data and content features in 
sequence recommendation. Li et al.[18] pointed out that the 
previous method only considered the user's sequence 
performance, but the primary purpose of the user was not 
clearly emphasized. Hence, he proposed to adopt an attention 
mechanism on RNN to capture the sequential behavior 
characteristics and the main purpose of the user. Liu et al.[19] 
proposed a session recommendation model using MLP 
networks and current attention. 

 
C. Graph Neural Network 

Nowadays, graph neural networks can generate graph 
structure data representation. GNN [20] can represent the 
dependency among graph nodes. In recent years, GNN has 
some variants such as Gated graph neural network (GGNN)[21] 
and Graph Attention Network (GAT) [22]. Wu et al.[23] 
proposed using the GNN method to extract complex changes 
among items in session recommendation and achieved good 
results.  

III. METHODS 
In this section, we introduce the proposed AIGNN, in which 

the model is shown in Fig 1. We describe the AIGNN method 
thoroughly. 

A. Notations 
The goal of the session recommendation is to predict the 

most likely clicked item for the user's next step based on the 
user's previous session order. Here we define the letters that 
appear in AIGNN. 

In session-based recommendation, let J	 = 	 𝑗%, 𝑗', 𝑗(, … , 𝑗*  
represents a set consisting of all unique items involved in all 
sessions. Each item contains the job knowledge clicked by the 
user and the area knowledge of the position. B	 =
	 𝑏%, 𝑏', 𝑏(, … , 𝑏*  represents knowledge for each job. A	 =
	 𝑎%, 𝑎', 𝑎(, … , 𝑎*  represents the area knowledge of each 
position. Fuse the information of A and B to form J, as shown 
in Eq. (1). An anonymous session sequence 𝑠  can sort by 
timestamp to get list 𝑠	 = [𝑗1,%, 𝑗1,', … , 𝑗1,2] , Where 𝑗1,4 ∈ 𝐽 
represents the user's clicked item in session 𝑠. The goal of the 
model is to predict the next project 𝑗1,27%based on the previous 
clicked item of the user’s. In each session, we calculate the 
probability 𝑦 corresponding to each item and output the top-20 
items as recommended items. 
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B. Session Graph 
Since each item is a natural sequence, we construct an 

ordered session according to the click order of each item, and 
the ordered session sequence is converted into a session graph 
so that the GNN can process each session. We build each 
session 𝑠 into a directed graph 𝒢1 = (𝑗1, 𝜀1). Each node in the 
session graph is an item 𝑗1,4 ∈ 𝐽.  𝜀1 stands for all directed edge 
sets. (𝑗1,4A%, 𝑗1,4) ∈ 𝜀1  𝑗1,4  represents the item clicked after 
clicking 𝑗1,4A% . The weight of each edge is based on the 
occurrence of the edge divided by the outdegree of that edge’s 
start node. We construct the vector of each session 𝑠 according 
to the vector of each node item. 

 

 
Figure 1. The overview of the proposed model. 

C. Item Embedding 
GNN can learn the complex relationship transformation of 

each node in the graph structure[20]. Gated graph neural 
network (GGNN) is a model based on GRU's spatial domain 
message passing[21]. It uses a similar principle of RNN to 
realize the transfer of information in a graph. In the field of job 
recommendation, in addition to considering the changing 
relationship among jobs, it is also necessary to consider the 
change of workplace. There are regional differences in job areas. 
Different regions focus on different types of jobs. Therefore, we 
have added the consideration of the regional factors to general 
session recommendations. Besides, we also consider the current, 
long-term, and global preferences of users to better analyze 
their behavior characteristics. 

In this paper, we use GGNN to generate each item 
containing area knowledge. A connection matrix 𝐴1  is 
constructed to determine how each node communicates with 
each other, 𝐴1 ∈ ℝ2×'2 . Since each node of the calculation 
considers the bidirectional transfer relationship of the nodes, the 
connection matrix is 𝑛×2𝑛 dimension as shown in Fig 2. 𝐴1,4 ∈
ℝ%×'2represents the connection matrix corresponding to each 
node in 𝐴1 . 𝐻 is the weight, 𝑧1,4	I and 𝑟1,4I 	are reset and update 
gates, σ(∙) is the sigmoid function. The specific formula is as 
follows: 

𝑎1,4I = 𝐴1,4 ∶ 𝑗%IA%, … 𝑗2IA% 𝐻 + 𝑏          (2) 

𝑧1,4I = 	𝜎(𝑊𝓏𝑎1,4I + 𝑈𝓏𝑗4IA%)          (3) 



𝑟1,4I 	= 	𝜎(𝑊S𝑎1,4I + 𝑈S𝑗4IA%)          (4) 

𝚥UI = 	tanh	(𝑊Y𝑎1,4I + 𝑈Y(𝑟1,4I ⊙ 𝑗4IA%))          (5) 

𝑗4I = 1 − 𝑧1,4I ⊙ 𝑗4IA% + 𝑧1,4I ⊙ 𝚥UI         (6) 

The gated graph neural network processes 𝒢1  for each 
session, and GGNN extracts the latent vectors of neighborhoods 
into the neural network. The reset gate is used to control the 
degree of ignoring the state information of the previous moment. 
The update gate is used to control the degree to which the state 
information of the previous moment is brought into the current 
state. Then we calculate the newly generated messages 𝚥UI based 
on the status of the previous, current, and reset gates. 1 − 𝑧1,4I  
is to select the forgotten information, 𝑗4I  is the final updated 
node state.  

D. Session Embedding 
For a user's session representation, we consider the user's 

global representation, long-term interest representation, and 
current interest representation. The global preference takes the 
user's every click item. The long-term interest is obtained by 
averaging all the user's click information. The current interest 
is the user's last clicked item. The formula is as follows: 

	𝑗] =
%
*

𝑗4*
4^%      (7) 

𝛽4 = 𝑞a𝜎(𝑊%𝑗2 + 𝑊'𝑗4 + 𝑊(𝑗b + 𝐶) (8) 

𝑗Y = 𝛽4𝑗4*
4^%      (9) 

𝐽d = 𝑊e[𝑗2; 𝑗]; 𝑗Y]                (10) 
 

	𝑗] is the average of the sum of users' long-term interest prefer-
ences according to their click items. 	q ∈ ℝ𝑑 and  ji is the use-
r's last click as the user's current interest.  𝑗Y is the global emb-
edding of the session graph 𝒢1. We use the attention mechani-
sm to obtain the over-all preferences of users better. 

Finally, we get the user's global preference, long-term 
preference, and current preference to obtain  𝐽d through a linear 
change. 

E. Recommendation  
We calculate the integrated  𝐽* and each item 𝑗4 to get the 

score 𝑠U  of each candidate item and then send the candidate 

                                                
1 https://www.kaggle.com/c/job-recommendation/data 

score of each candidate item to softmax to calculate 𝑦，which 
is the probability output of the next click in the click session. 
The formula is as follows: 

 
𝑠U = 𝐽da𝑗4                 (11) 
𝑦 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑠)   (12) 

 
F. Training 

For each session, we use cross-entropy as the training loss 
function. Calculate loss by prediction and the ground truth, as 
shown below: 

 
ℒ 𝑦 = − 𝑦42

4^% log 𝑦U + (1 − 𝑦4)log	(1 − 𝑦U)  (13) 

IV. EXPERIMENTS 

A. Datasets 
We verify the true validity of the AIGNN model 

recommendation in the job area. We use the real datasets 
CareerBuilder 1 . This is a real recruitment dataset, which 
contains user information, job information, etc. We selected 
389,708 users, 10,913 job places, and a total of 315,105 jobs. 
We use 1023456 training sessions for training and 57858 test 
session data. 

B. Baseline Methods 
To evaluate the performance of the proposed method, we 

compare it with the following representative baselines: (1) POP: 
This is a simple baseline that ranks items according to their 
popularity measured by the number of interactions. (2) 
GRU4REC[15]: Session recommendation via RNN. (3) 
NARM[18]: The RNN with attention mechanism is used to 
capture the primary purpose and subsequent behavior of the 
user. (4) SR-GNN[23]: Session recommendation using gated 
graph neural network and attention mechanism. 

C. Evaluation Metrics 
Following metrics are used to evaluate compared methods.  

Recall@20: It is widely used as a measure of prediction accur-
acy. It represents the proportion of correctly recommended ite-
ms in the top-20 items. 
MRR@20: It is the average of reciprocal ranks of the 
correctly-recommended items. The reciprocal rank is set to 0 
when the rank exceeds 20.  

V. RESULTS AND ANALYSIS 
The results with Recall@20 and MRR@20 on the recomm-

endation performance are presented in Table I. We set the 
dimensionality of latent vectors d = 100, the learning rate is set 
to 0.001 and the L2 penalty is set to 10-5. 

TABLE I.  PERFORMANCE COMPARISONS OF DIFFERENT METHODS ON 
THE SEQUENTIAL RECOMMENDATION TASK IN CAREERBUILDER 

Method Recall@20 MRR@20 
POP 4.143 3.702 

 

 
 

Figure 2. Connection matrix As representation 



GRU4REC[15] 52.815 13.684 
NARM[18] 63.181 17.572 

SR-GNN[23] 68.324 19.729 
AIGNN 77.595 21.832 

For traditional algorithms such as POP, the performance is 
relatively poor. This simple model makes recommendations 
based on repeated co-occurring items or consecutive items. In 
NARM and GRU4REC, each user is explicitly modeled and 
represented by a separate sequence, ignoring the possible 
interaction among projects. SR-GNN considers the changing 
relationship among projects, without taking personalization 
modeling for users into account. We use the AIGNN, which 
combines the area knowledge with the job knowledge, and use 
the GNN method to extract the complex change relationship 
among projects more effectively. Besides, considering the 
current, long-term, and global preferences of users, the 
mechanism of attention can be more prepared to reflect the 
behavior characteristics of users, so it can achieve better results. 
 

VI. CONCLUSION AND FUTURE WORK 
In this paper, we propose a Graph Neural Networks job 

session recommendation model based on area knowledge and 
interest. Considering the importance of job area knowledge for 
job recommendation system, The AIGNN method combines 
knowledge and job area knowledge and takes into account the 
user's long-term and current and global preferences. The 
changing relationship of items is extracted through GNN and 
calculated using softmax. Probability distribution selects the 
most suitable item. Comparison with other baseline methods on 
public datasets proves the effectiveness of our method.   

Due to the session-based recommendation requires a large 
amount of user history to make recommendations, there is a 
problem of cold-start. In the future, it may be a research 
direction to add the mechanism of alleviating cold start into 
session-based job recommendation. 
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