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Abstract— Selecting and prioritizing the most stable software 
requirements within a set of requirements and engaging them in 
releases that satisfy the most customers is a difficult task for the 
decision maker. Many methods have been employed to solve this 
type of problem. But we do not find many solutions that use 
Verbal Decision Analysis. Therefore, in this paper we aim to 
select and prioritize software requirements using Verbal Decision 
Analysis techniques as a tool, exploring the ZAPROS III-i 
method and comparing the results with those obtained by the 
NSGA-II, SPEA2 and Mocell metaheuristics and also with a 
random algorithm. 

Keywords- Software Release Planning, Multi-objective 
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I.  INTRODUCTION 
Requirements are critical in the software development 

process. They provide the basis for estimating costs and effort, 
as well as allowing the development of estimates and test 
specifications [1]. During the software release planning process 
we can find several constraints, such as: project budget and 
precedence between requirements [2].  

It is essential that the task of selecting and prioritizing 
requirements to take effect in the most efficient way possible. 
In the literature, we can find several methods to solve this 
problem. A common method is the use of metaheuristics that 
are algorithms used to solve optimization problems. Becceneri 
[3] say that metaheuristics is algorithmic tool, which can be 
applied to different optimization problems, with relatively 
small modifications, in order to make them adaptable to a 
specific problem. 

Deciding which requirement to prioritize for 
implementation is typically a decision problem. We mean that 
a high degree of subjectivity is present in the decision-making 
process. This is a suitable scenario for Verbal Decision 
Analysis (VDA), which consists of an approach based on 
multi-criteria problem solving through its qualitative analysis 
[4], that is, VDA methods take into account criterion 
subjectivity. 

Therefore, structured context in this work was the Software 
Releases Planning, which indicates a methodology that uses 
Verbal Decision Analysis to be used by software managers as a 
means to obtain an effective planning taking into account the 
selection of more priority requirements, having as criterion 
Stability of Requirements. 

Our goal is to obtain a solution that contains an order of 
requirements to be implemented considering constraints 
(technical precedence between requirements and resources 
available to the project) and objectives (maximizing customer 
satisfaction by selecting the most important requirements for 
key customers and maximize stability among requirements, 
initially implementing those with the highest degree of 
stability). The results of the approach proposed here are 
compared with Barbosa's [5], which is an extension of Brasil’s 
[16] work that used a similar methodology to solve problems 
with uncertainty of the number of requirements. In section 2 we 
will see works related to the planning of software releases and 
the approach proposed by [5]. In section 3 we will see the 
methods adopted to solve the problem proposed in this paper. 
In section 4 the results achieved and discussions and in section 
5 the conclusions and proposals of future work. 

II. RELATED WORK 
The work published by Bagnall [6] deals with the 

determination of the requirements that must be executed for the 
next release of the software. The author predicts that customers 
have different levels of importance to the company and points 
out the requirements that have prerequisites. The algorithms 
applied in this strategy show the obtaining of quick solutions to 
small problems. 

Therefore Greer et al. [7] say that defining which release to 
deliver the requirement is a decision that depends on several 
variables that relate in complex ways. The different 
perspectives of the stakeholders and the planning of releases, 
including effort restraint, are discussed. 

Brasil [16] presents a structured approach in multi-objective 
optimization using metaheuristics for the problem of selection 
and prioritization of software requirements, considering the 



 

inherent characteristics of real project and an uncertain number 
of requirements. Among these characteristics, she considered: 
i) stability of the requirement; ii) costs to implement the 
requirement; iii) technical precedence between requirements; 
iv) importance of stakeholders to the company and v) its 
preferences regarding requirements. The objective of this work 
was to compare the efficacy of metaheuristics in problem 
solving through performance measures and to compare the 
performance of metaheuristics with the result of the 
implementation and execution of a solution generated from a 
random algorithm. 

The work differential [5, 16] was used as the selection 
criterion. Unstable requirements to be implemented late to 
avoid diverting project resources. The work of [5, 16] 
compared as solutions generated from the execution of the 
metaheuristics NSGA-II [8], Mocel [1] and a random 
algorithm. The results showed that metaheuristics were the best 
methods to reach higher quality solutions. 

The task of ordering requirements can be complex and 
challenging. Many proposals for metaheuristic solutions are 
found in the research work. However, methods structured in 
VDA are little known in the field. In the opinion of [5, 6, 7, 
16], the methodology of multicriteria support to the decision 
has several methods that can be applied in the most diverse 
problems. Therefore, the very choice of a multicriteria decision 
support method alone is already a multicriteria problem [9]. 

This work proposes to select and prioritize software 
requirements in the order in which they will be implemented 
using a VDA method known as ZAPROS III-i [10]. The results 
will be compared to those obtained when using quantitative 
methods (metaheuristics). 

For the problem considered in this work, the application of 
the ZAPROS III-i method came from the acceptance of the 
method by the decision maker, which meant that the issues that 
were being presented to the decision maker made sense to him, 
and he was confident to answer them. In addition to this point, 
the need to evaluate the acceptance of the data, its properties 
used by the method, and whether the result supported in the 
decision-making process was exalted.  

For the development of this work, we divided it into three 
stages: i) the generation of instances that represent a set of 
requirements to be implemented, ii) the classification of these 
requirements using ZAPROS III-I, iii) the comparison of the 
results obtained relating these with results obtained through the 
application of metaheuristic NSGA-II used in [5], SPEA2 [11], 
Mocell used in [1] and the solution of random algorithm and 
iv) Finally, we will evaluate the results. The figure 1 illustrates 
this flow. 

 
Figure 1.  Considered Workflow 

III. METHODS 
The choice of a multicriteria method among those available, 

applied to a given context, should be adequate for the 
characteristics of the problem in question. An important point 
will be an evaluation of the problem, of the decision objects 
and the available information. The choice of method should be 
the result of an evaluation of the chosen criteria, the type and 
precision of the data, the form of the decision maker's thinking 
and his knowledge of the problem [12]. It is also emphasized 
that the direct consequence of possibility of choice between 
several methods that results can be discordant and even 
contradictory.. 

A. Intance Generation 
Initially an application was developed to generate 

simulations of problems inherent in the software development 
process. In the work of [18] the results of the ZAPROS III-i 
method were compared with those obtained by the NSGA-II 
metaheuristic and good results were obtained with simulations 
involving 10 requirements and 5 clients. In this work we will 
increase the difficulty, especially the number of requirements 
that has been increased to 20, to analyze the behavior of the 
ZAPROS III-i method in this new situation involving a larger 
set of variables. Each simulation of the problem here contains:  

i) Number of requirements to be implemented, which in this 
work were fixed in 20 requirements 

ii) Number of customers interested in the project, which in this 
work was set at 7 

iii) Cost Total of the project that in the experiments was 
considered between 70% or 80% of the total value needed to 
implement all the requirements 

iv) Importance of each client to the company (whose value 01 
represents the least important customer and 10 Importance),  

v) Cost of each requirement (where 10 is the lowest cost and 
20 the highest),  

vi) Stability level of requirements, ranging from 1 to 10, where 
1 means little stable and 10 is very stable  

vii) Technical precedence matrix among the requirements, 
signaling that a particular requirement should only be 
implemented after another requirement indicated in that matrix  

viii) Importance of the requirements for the customer that 
scores from 1 (minimum) to 10 (maximum) a customer's 
preference for a given requirement. The variations of these 
situations are presented in a simplified way in Table 1, which 
shows the four main characteristics adopted by this work 

TABLE I.  CHARACTERISTICS OF PROBLEM SIMULATIONS 

File name 

Number 
of 

require-
ments 

Number 
of 

Clients 

Percentage of 
technical 

precedence for 
the requirement 

Budget 
available 
for the 
project 

I.20.7.10.70 20 7 10% 70% 
I.20.7.10.80 20 7 10% 80% 
I.20.7.20.70 20 7 20% 70% 
I.20.7.20.80 20 7 20% 80% 

 



 

B. Classification using ZAPROS III-i 
When a decision can generate a considerable impact, such 

as management decisions, and must take into account some 
factors, the use of methodologies to support the decision 
making process is suggested, because choosing the 
inappropriate alternative can lead to waste of resources, time, 
and money, affecting the company [13]. 

The ZAPROS III method [14] is an evolution of the 
ZAPROS-LM one, with the application of the same procedure 
to elicit the preferences, but with modifications that make it 
more efficient and more accurate with respect to 
inconsistencies. Another difference between these methods is 
that the ZAPROS III is based on the elicitation of preferences 
around values that represent the distances between the 
evaluations of two criteria, called Quality Variations (QV), 
instead of comparing criteria estimates, as in its older version.. 

ZAPROS III-i method applies i) the Formal Index of 
Quality (FIQ) [14], which was used with the purpose of 
reducing the number of pairs of alternatives to be compared, ii) 
the ideas of comparison between alternatives through ordering 
the values of their quality vectors in ascending order [17] and 
iii) the comparison considering all possible alternatives for the 
problem, which can be used for solving complex decision 
making process. 

Therefore, ZAPROS III-i presents a valuable alternative to 
solve requirements selection problems, since the opinion of the 
decision-maker is taken into account in this process. 

C. Application of the methodology 
To rank order the factors that project managers should 

consider when allocating tasks in distributed software 
development projects [17], we applied a methodology 
consisting of four main steps, which are explained next: 1) 
Identification of the Alternatives; 2) Definition of the Criteria 
and the Criteria Values; 3) Characterization of the Alternatives; 
and 4) The ZAPROS III-i Method Application. 

1. The alternatives considered in this work were the 20 
software requirements to be implemented. Each 
requirement has its own characteristics and will be known 
ahead. 

TABLE II.  CHARACTERISTICS OF PROBLEM SIMULATIONS 

Criteria Criteria values 

A   Cost  
A1 Requirement has low cost  

A2 Cost of requirement is reasonable 
A3 Cost of requirement is high 

B   Stability  
B1 The requirement will hardly change 

B2 The requirement may change  
B3 The requirement will change 

C   Stakeholders  
C1 The stakeholder is very important 

C2 The stakeholder has partial and isolated importance 
C3 The stakeholder is of little importance  

D   Customer 
requirement value 

D1 The requirement is of great value to the customer 
D2 The requirement is of low importance to the customer 

2. For the purpose of comparison, the criteria adopted in this 
study were the same as those adopted by [5] and [18]. As 
[3, 5] used quantitative methods and this work adopted the 
qualitative methodology, the data were converted to the 

qualitative methodology, where, for example, the Cost 
criterion represented on a scale of 10 to 20 was discretized 
into three values, whose values between 10 and 13.3 are 
represented by criterion A1, values between 13.4 and 16.6 
represented by criterion A2 and values between 16.7 and 20 
represented by criterion A3. This same methodology was 
adopted for the other criteria. Thus, the criteria were ranked 
from the most preferable (A1B1C1D1) to the least 
preferred (A3B3C3D2), according to table 2. 

3. The characterization of alternatives was done according to 
the values contained in the requirements of the work 
problems of [5, 18]. Thus, considering the definition of 
criterion presented in the previous item and taking into 
account the criterion Cost, a requirement that presents Cost 
15 in [3, 5] was classified as Cost A2 considering table 2. 
In the particular case, as the criteria 'Stakeholders' And 
'Customer requirement value' have more than one customer 
by punctuating the same requirement, the arithmetic mean 
between the scores indicated by those clients for the 
classification represented in table 2 was considered. 

4. After defining and characterizing the alternatives, we 
moved on to the stage of ordering. At this stage, we applied 
the ZAPROS III-i method to put in order the influencing 
factors, such that it is possible to establish a ranking of 
them, how make in [13].  

In order to facilitate the decision-making process and 
perform it consistently, we used the ARANAÚ tool, presented 
in [10, 19, 20] which was implemented in Java platform, was 
first developed in [21] to support ZAPROS III method. In work 
of [13], was used the updated version to ZAPROS III-i method. 
The use of ZAPROS III-i method in the ARANAÚ tool 
requires four steps, as follows: 1. Criteria and criteria values 
definitions, 2. Preferences elicitation, 3. Alternatives definition, 
and 4. Results generation. The process runs as follows. First, 
we introduced the criteria presented in table 2 into the 
ARANAÚ tool. Next, the decision-maker decides the 
preferences. The interface for elicitation of preferences presents 
questionings that can be easily answered to obtain the scale of 
preferences. The questions provided require a comparison 
considering the two reference situations [4]. Once the scale of 
preferences is structured, the next step is to define the 
problem’s alternatives. The quantitative values of [5] were used 
and converted to qualitative values. 

D. Overlap of results  
For each simulation of the files of table 1 of the problem 

two solutions were extracted: a set of solutions of the NSGA-II, 
SPEA2, Mocell, Random Algorithm execution and a solution 
of the ZAPROS III-i. NSGA-II and SPEA2 are similar and 
proposes a set of multi-criteria solutions coming from the 
Pareto front and the project manager selects the solution closest 
to his preferences. Mocell is a multiobjective algorithm based 
on the Genetic Algorithm model. The ZAPROS III-i 
methodology contains a single solution that was generated 
from the preferences indicated by the project manager. The 
random algorithm uses no technique and was used to depict an 
execution without any search strategy. 



 

IV. RESULTS 
At the end of each execution, the ARANAÚ [21] tool 

provided a ranking with the requirements ordered according to 
their execution priority. In table 3, we can see the result of this 
execution for file I.20.7.10.80. 

TABLE III.  RANKING OF ARANAÚ TOOL FOR THE FILE I.20.7.10.80 

Ranking 1 2 3 4 5 6 7 8 9 10 
Requirements 8 10 19 20 7 12 15 18 5 14 

Ranking 11 12 13 14 15 16 17 18 19 20 
Requirements 2 17 3 4 11 16 1 13 6 9 

 

To facilitate comprehension and analysis, the results 
obtained were plotted and compared graphically. In Figure 2, 3, 
4 and 5 we present the results of these executions with the 
NSGA-II, SPEA2, Mocell, Random Algorithm and the 
ZAPROS III-i, where each graph represents a simulation of the 
problem with its solutions. 

 
Figure 2.  Result of file I.20.7.10.70 

 
Figure 3.  Result of file I.20.7.10.80 

 
Figure 4.  Result of file I.20.7.20.70 

 
Figure 5.  Result of file I.20.7.20.80 

We can see five fronts of solutions. The Pareto fronts show 
a set points where each of them represent a possible ordering 
solution generated by each method. According to the legend of 
the graphs above, the colored dots correspond to the results 
obtained by the NSGA-II, SPEA2, Mocell, and Random. The 
black dots represent the solutions generated by ZAPROS III-i. 
Figures 2, 3, 4 and 5 represent solutions to problems with 20 
requirements and 7 clients interested in these requirements. 
Figures 2 and 3 represent problems with 10% technical 
precedence between the requirements and figures 4 and 5, 20%. 
Accordingly, Figures 2 and 4 represent 70% of the budget 
available for the execution of the project, while Figures 3 and 5 
represent 80%. 

The stability criterion represented on the graph by the 
antonym (Volatility) was introduced in this work to assist the 
decision maker in choosing those more stable requirements to 
be implemented first. However, the solutions showed that the 
decision maker, in the tests applied, chose to value the 
importance that the important customer to the company gave to 
a given requirement. For this reason we see the points of 
ZAPROS III-i below the chart (valuing the client) and more 
right prioritizing more volatile requirements. This fact occurred 
in the four situations shown in Figure 2, 3, 4 and 5.  

In Figure 2 and 3 we can see that the results obtained by 
NSGA-II and SPEA2 are superimposed. This fact occurs 
because of the similarity of the resolutive form chosen by these 
methods to solve the same problem. 

Independent of the different situations, the solution 
generated by the ZAPROS III-i qualitative methodology was 
close to the solutions generated by the NSGA-II quantitative 
methods. This is a plausible fact if we consider the difference 
between the quantitative methods, adopted in NSGA-II, 
SPEA2, Mocell, and the qualitative methods, existing in 
ZAPROS III-i. This result shows that it is possible for 
qualitative methods to explore areas other than those already 
studied. The fact that a ZAPROS III-i solution, a decision 
maker's opinion, is close to solutions with complex search 
strategies for better solutions, shows that qualitative methods 
have a potential to solve this type of problem as well as 
metaheuristics They've been doing it for a while. In this case, 
the computational cost of the quantitative methods is replaced 
by the form presented to the decision maker, through the 
ARANAÚ tool that, as said, deals with the chosen alternatives 
and defines an order using the ZAPROS III-i method. 



 

The solutions present in front of pareto can be used by a 
decision maker to facilitate the choice of the solution that is 
most appropriate for the proposed problem. The solutions 
found by the NSGA-II algorithm illustrate this Pareto front in 
Figures 3 and 4. As seen, the decision maker has a set of 
solutions to choose the one closest to his reality. The results 
obtained with the ZAPROS III-i qualitative method show very 
promising, since its solution was very close to the Pareto front, 
generated by metaeuristics that are quantitative algorithms. As 
in this case this solution was generated from information 
provided by the decision maker in a qualitative way, we 
conclude that this solution is what he really expected, since it is 
structured in real information provided by himself. In figure 3 
and 4 the solution generated was equal to one of the solutions 
found by NSGA-II. 

V. CONCLUSION AND FUTURE WORKS 
The main contribution of this work is to apply a qualitative 

methodology structured in ZAPROS III-i Verbal Decision 
Analysis method to order software requirements and compare 
the solution generated with quantitative methodologies already 
known for doing this sort of ordering. The ARANAÚ tool 
provided support for this work, allowing good performance 
during testing and execution. As mentioned earlier, there are 
very few jobs that attempt to sort requirements using VDA 
methods. This work aimed to show that, although the results 
are not better than those obtained by the metaeuristics, the 
results obtained by ZAPROS III-i were very close to the front 
of the generated metaeuristic method. 

In relation to the work developed by Barbosa [5], Brasil 
[16], and others to which these were extended, what was 
proposed in this work is a new methodology to prioritize 
software requirements using VDA giving a new alternative to 
the decision maker, which until then had only automated 
methods (metaheuristics). 

As future work, we can increase the number of 
requirements to be sorted within the possibilities of VDA. This 
is a challenge because it is known that the problems solved by 
qualitative methods are limited in size due to the complexity of 
the methods themselves. To compare the results obtained by 
ZAPROS III-i with other metaheuristics that have populations 
of larger and more complex solutions. Increase the number of 
criteria to cover other types of problems related to ordering 
requirements. We can explore real-world problems by adapting 
the solutions according to the reality experienced by software 
development companies. We can apply other characteristics of 
the requirements, such as risk, estimated time for 
implementation and degree of complexity of the requirement. 
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