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Abstract— In this paper, we present a new algorithm called, 
BiBinConvmean, for biclustering of binary microarray data. It is a 
novel alternative to extract biclusters from sparse binary 
datasets. Our algorithm is based on Iterative Row and Column 
Clustering Combination (IRCCC) and Divide and Conquer (DC) 
approaches, K-means initialization and the CroBin evaluation 
function [6]. Applied on binary synthetic datasets, our algorithm 
outperforms other biclustering algorithms for binary microarray 
data. Biclusters with different numbers of rows and columns can 
be detected, varying from many rows to few columns and few 
rows to many columns. Our algorithm allows the user to guide 
the search towards biclusters of specific dimensions. 

Keywords-component; Biclustering, binary data, microarray 
data, Iteratif Row Column Combinaison approach, Divide and 
Conquer approach, CroBin. 

 

I. INTRODUCTION  

A DNA Microarray is a glass slide covered with a product 
and DNA samples containing thousands of genes [8]. 
Biclustering of microarray data can be helpful to study, among 
others, the activity and the condition of the tissue via 
microarrays such as transcription factor binding, insertional 
mutagenesis and gene expression data. It can be helpfull also to 
find genes involved in tumor progression, identify the function 
of new genes, rank the tumors into homogenous groups and 
identify new therapeutic strategies.  

Biclustering algorithms of binary microarray data enable to 
extract useful biclusters from binary data to provide 
information about the distribution of patterns and intrinsic 
correlations [16][15]. A number of biclustering algorithms of 
binary microarray data have been proposed in recent years, 
such as the Biclustering Bit-pattern (BiBit) [14][1], Cmnk [11], 
[9], BiMax [13], Bipartite Bron-Kerbosch (BBK) [12], Binary 
Matrix Factorization (BMF) [18], e-CCC Biclustering [5], e-
BiMotif [5], BIMODULE[4], BIDENSE[4], CETree [4], DeBi 
[17] and Maximal Frequent Item Set [17]. Besides, there are 
also other approaches based on Gaussian or Latent Mixture 
Models, BEM and BCEM [3].  

In the same context, different biclustering algorithms have 
been adapted to deal with biclustering of binary gene 
expression data. However, these changes lead to more 
complicated user input parameters. Besides, all the elements of 
every generated bicluster are set to zero in the input matrix, 
introducing noise.  

It is an interesseting from the biological point of view [12] 
to search biclusters with small proportion of zeros especially 
when binary data matrix is obtained after normalization and 
binarization. However, most of biclustering algorithms of 
binary microarray data, inculding Cmnk and BiMax, fail to 
extract pertinent biclusters on sparse binary datasets. Indeed, if 
we apply one of these algorithms on a typical sparse binary 
microarray datasets (with thousands of columns), most of the 
extracted biclusters are made up only by 1's. 

The rest of this paper is organized as follows. In section 2, 
we introduce some preliminaries. In section 3, we present 
BiBinConvmean our biclustering algorithm of binary microarray 
data. In section 4, we present an illustrative example. In section 
5, we present the experimental results obtained thanks to 
BiBinConvmean on binary synthetic, and we compare these 
results with those obtained by other biclustering algorithms of 
binary microarray data. Finally, in section 6 we present the 
conclusion. 

 

II. PRELIMINIARIES 

In this section we present some preliminaries necessary for 
the presentation of important formulas and relationships and 
the used theory. 

Let I = {1, 2, .., n} be a set of indices of n genes, J = {1, 2, 
.., m}  be a set of indices of m conditions and M(I, J) be a data 
matrix associated with I and J.  

The biclustering problem of a binary microarray data boils 
down to a minimization of the criterion W(z, w, A) defined by:  
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                 (1) 

where:  

 z is a partition of I into g clusters.  

 w is a partition of J into m clusters.  

 A is the summary of the data matrix where k (resp. 
l) represents number of clusters on rows (resp. 
columns). We note that the bicluster kl is defined 
by the mij with zikwjl = 1. 

 

III. CONTRIBUTION 

In this section, we develop our biclustering algorithm, 
BiBinConvmax that is based on the IRCCC approach, K-
means initialisation and the CroBin evaluation function. It 
consists to permute the rows and the columns in order to 
obtain homogeneous biclusters. As a preprocessing step of this 
algorithm is applied:  

a)  First, when the data matrix M is not a binary one, we 
apply a thresholding function to transform it to a binary one. 
To the best of our knowledge, the main thresholding functions 
are discretize, normalize and binarize [7]. According to [14], 
[9][14], [9], the most adequate thresholding functionto 
binarize microarray data is binarize. 

b)  Then, we make an initial clustering z0 of rows and an 
initial clustering w0 of columns, thanks to k-means algorithm 
[10] [2] . 

After the initialization, we update the clustering of rows and 
columns. 

The preprocessing step consists in obtaining a binary matrix 
Mb that can be directly used by our algorithm. The binary 
values of 1 and 0 under an experimental condition c mean that 
a gene is expressed or not, respectively. For example, in [13], a 
discretization threshold was set to e2+(e1- e2)=2, with e1 and e2 

as the minimum and maximum expression values in the data 
matrix, respectively. 

Our biclustering algorithm, BiBinConvmean receives as input 
a binary matrix M gives as output (zopt, wopt, Aopt), where zopt is 
the final clustering of rows of Mb, wopt is the final clustering 
of columns of Mband Aopt is the summary matrix related to 
zopt and wopt. 

By adopting BiBinConvmean, we operate as follows: 

First, we compute (z0, w0, A0) thanks to k-means algorithm 
[10], [2], where z0 is the initial clustering of rows of Mb, w

0 is 
the initial clustering of columns of Mb and A0 is the summary 
matrix related to z0 and w0. 

Then, we repeat this process : 

We compute (zc, wc-1, A’) starting from (zc-1, wc-1, Ac1’),                                                                               
where A’ is an intermediate summary matrix 

We compute (zc, wc, Ac’) starting from (zc-1, wc-1, A’
’) 

 Until (zc, wc, Ac’) = (zc-1, wc-1, Ac-1’). 

 

IV. ILLUSTRATIVE EXAMPLE 

We present in this section steps to perform the biclustering 
on binary datasets. Our algorithm allows to reorder the rows 
and the columns of the data matrix in both dimensions to obtain 
homogeneous biclusters. The algorithm minimizes the 
difference between the initial matrix according the two way 
and the ideal matrix. 

To illustrate our algorihtm method, we propose to run it on 
an simple example. Let Mb be a (4,5) matrix of binary data to 
perform biclustering. The initialization is to group the rows and 
columns with K-means reference algorithm method. After 
initialization, we compute z and w matrix whose elements 
determine the membership of rows or column in horizontal or 
vertical clusters, respectively. 

Then, we reorganize the binary matrix. After that, we 
compute the summary matrix is obtained from z and w and the 
bicluster kl is defined by the xij ’s with zikwjl = 1. 

The summary matrix is presented by the major value akl 
which presents the degree of homogeneity via summary matrix. 
We update clusters on rows and columns by computing our 
criterion on both dimensions. Initial binary matrix Mbis given 
by : 

 

 

 Initialization:  

z0 = (1, 2, 2, 3), w0 = (1, 1, 0, 0, 0), A0 = (1, 0, 1, 1, 0, 1) 
 Iteration 1:  

c = 1 
We compute (z1, w0, A’) starting from (z0, w0, A0), we obtain:  

(z1, w0, A’) = ((1, 3, 2, 1); (1, 1, 0, 0, 0); (1, 1, 1, 0, 0, 1)) 
We compute (z1, w1, A’) starting from (z1, w0, A’), we obtain:  

(z1, w1, A’) = ((1, 3, 2, 1); (2, 2, 1, 2, 1); (1, 1, 1, 0, 0, 1)) 
We obtain (z2, w2, A2) != (z1, w1, A1). 
 

 Iteration 2:  c = 2 

We compute (z2, w1, A’) starting from (z1, w1, A1), we obtain  
(z2, w1, A’)= ((2, 1, 2, 3); (2, 2, 1, 2, 1); (0, 1, 1, 0, 0, 1)) 

We compute (z2, w2, A’) starting from (z2, w1, A’), we obtain:  
(z2, w2, A’)= ((2, 1, 2, 3); (2, 2, 1, 2, 1); (0, 1, 1, 0, 0, 1)) 

We obtain (z3, w3, A3)!= (z2, w2, A2) 
 
 



 

 Iteration 3: c = 3 

We compute (z3, w2, A’) starting from (z2, w2, A2), we obtain:  
(z3, w2, A’) = ((1, 1, 1, 1); (2, 2, 1, 2, 1); (1, 0)) 

We compute (z3, w3, A’) starting from (z3, w2, A’),  we obtain:  
(z3, w3, A’) = ((2, 1, 2, 3); (2, 2, 1, 2, 1); (1, 0)) 

We obtain (z3, w3, A’)!= (z2, w2, A2). 
 
 

 Iteration 4: c = 4 

We compute (z4, w3, A’) starting from (z3, w3, A’),  we obtain:  
(z3, w3, A’) = ((1, 2, 1, 2); (2, 2, 1, 2, 1); (1, 0, 0, 1)) 

We compute (z4, w3, A’) starting from (z4, w3, A’)= (z3, w3, A’), 
we obtain:  

(z4, w4, A’)= ((1, 2, 1, 2); (1, 1, 1, 1, 1); (0, 1)) 
We obtain (z4, w4, A4)!= (z3;w3;A3). 
 
 

 Iteration 5:  c = 5 

We compute (z5, w4, A’) starting from (z4, w4, A’),  we obtain:  
(z5, w4, A’)= ((1, 2, 1, 2); (1, 1, 1, 1, 1); (0, 1)) 

We compute (z5, w5, A’) starting from (z5, w4, A’),  we obtain:  
 

(z5, w5, A’) = ((1, 2, 1, 2); (1, 1, 2, 1, 2); (1, 0, 0, 1)) 
 
We obtain (z5, w5, A5) = (z4, w4, A4).  
 
After five iterations, we obtain (zopt;wopt;Aopt) = (z5;w5;A5). 
 

 
 
 
Colored blocs represent the obtained biclusters thanks to 
BiBinConv_{mean} 
  . 

 
IV. EXPERIMENTAL RESULTS 

We have experimented the BiBinConvmean algorithm on 
simulated data. To generate our simulated data, we operarte as 
follows:  

We choose the number of biclusters; in our case we choose 
3 clusters on rows (g = 3) and 2 clusters on columns (m = 2).  

We use Latent Bernoulli Mixture (LBM) model to generate 
mixtures by considering pattterns of overlapping well separated 
+5% or fairly separated: + + 15% or poorly Separated +++25% 
and sizes of data are used; small one (50, 30), medium one 
(100, 60) and large one (200, 120). 

For instance, to apply the simulation on (100, 60 ) matrix 
for 10 samples with a low degree of mixing such that a 3 

clusters proportions on rows pk, 2 clusters proportions on 
columns ql 

 

Where:  

 pk = [0:2; 0:3; 0:5],  theta0= [0:3; 0:7],  Alpha0 = [0:7; 0:3; 
0:3; 0:7; 0:7; 0:7] and a degree of mixture belonging [0:00; 
0:05]. 

The BiBinConvmean algorithm is fast and gives good results 
when the biclusters have the same proportions and degrees of 
homogeneity similar except that you set the number of clusters 
on the rows and columns. However, it seems to be bad when 
the proportions of partitions are dramatically different which 
leads to think that BiBinConvmean assumes equal proportions of 
clusters. This algorithm rearranges the rows and columns of the 
data matrix along the two sheets of the rows and columns of 
homogeneous biclusters. The algorithm minimizes the 
difference between the initial matrix structured and the ideal 
matrix according scores. 

 

Figure 1.  Recovery Scores against overlapping degree and noise 

The summarize of the most important points obtained from 
these simulations are as follows: Obviously, we can interpret 
the reasonable results according to the model underlying the 
data structure. In this research, we proves that if the proportions 
of the components are considered equal give good results. The 
convergence has a fast progress: most of the time. The 
BiBinConvmean, is faster and gives us interesting results.  

The obtained bicluster is very clear since extracted 
biclusters containing a majority number of ’1’ and very 
illustrative to help the biologist to extract knowledge. 
According to our implementations, we note first that the choice 
and application of a given criterion is not always obvious or 
easy to find. According to our study, we find that 
BiBinConvmean does not give good results when the matrix 



becomes more large. We remark also that the error rates are 
proportional according the overlap rate. 

 

 

V. CONCLUSION 

In this paper, we presented our method of binary 
biclustering considered to be relevant by the expert starting 
from the data resulting from the microarrays. The suggested 
method generates interesting biclusters. To achieve this 
purpose, we selected data to which we applied a thresholding to 
release the binary data. Our proposal has been implemented 
and evaluated on synthetic datasets. 

According to our implementation, we note first that the 
choice and application of a given criterion is not always 
obvious or easy to find. Enjoying the benefits of our algorithm, 
we proposed a methodology for the identification of 
homogeneous biclusters. The first results are very encouraging 
and persuade us of the obvious interest of such an approach.  

Finally, further analysis and biological validation of the 
obtained results is under study. 
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