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Abstract ： In view of the influence of mislabeled

samples on the performance of self-training algorithm

in the process of iteration, a self-training algorithm

based on density peak and cut edge weight is

proposed. Firstly, the representative unlabeled

samples are selected for labels prediction by space

structure, which is discovered by clustering method

based on density of data. Secondly, cut edge weight is

used as statistics to make hypothesis testing. This

technique is for identifying whether samples are

labeled correctly. And then the set of labeled data is

gradually enlarged until all unlabeled samples are

labeled. The proposed method not only makes full use

of space structure in formation, but also solves the

problem that some data may be classified incorrectly.

Thus, the classification accuracy of algorithm is

improved in a great measure. Extensive experiments

on real datasets clearly illustrate the effectiveness of

proposed method.
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I. Introduction

Data classification is a very active research

direction in the field of machine learning. In order to

train an effective classifier, traditional supervised

classification methods often require a large number of

labeled samples. However, in practical applications,

the acquisition of labeled samples requires a large

price and is not easy to obtain, and the acquisition of

unlabeled samples is relatively easy. Therefore, when

the number of labeled samples is small, supervised

classification methods are difficult to train an

effective classifier. (Dong et al., 2016; Zhu, 2017) In

this case, the semi-supervised classification method,

which requires only a small number of labeled

samples and makes full use of a large number of

unlabeled samples, has attracted more and more

attention. (Liu et al., 2019; Tanha et al., 2017)

Self-training is one of the commonly used methods in

semi-supervised classification. First, an initial

classifier is trained with a small number of labeled

samples, and the unlabeled samples are classified.

Then, select unlabeled samples with higher

confidence and their predicted labels, expand the

labeled sample set, and update the classifier. These

two processes continue to iterate until the algorithm

converges.

(Pavlinek & Podgorelec, 2017; Vijayan et al.,

2016; Xu et al., 2017)Self-training methods do not

require any specific assumptions, are simple and

effective, and have been widely used in many fields

such as text classification, face recognition,

biomedicine, and so on. But self-training classification

algorithms also have some drawbacks, such as the

classification performance is Based on the ST-DP

algorithm, this paper proposes a Self-training method

based on density peak and cut edge weight

(ST-DP-CEW). This method not only selects

unlabeled samples, uses the density clustering-based

method to discover the underlying spatial structure of

the data set, and selects representative samples for

label prediction. Further, the correctness of the

predicted labels can be identified by using the

statistical method of cutting edge weights. Cutting

edge weights and density peak clustering make full

use of the sample spatial structure and unlabeled

sample information, solve the problem of some

samples being labeled incorrectly, reduce the

accumulation of errors during iteration, and can

effectively improve the performance of the classifier.

II.Algorithm construction

In this paper, we improve the classification

accuracy of the self-trained semi-supervised

classification algorithm by starting with the wrongly

labeled samples during the self-training process.

Based on ST-DP, the ST-DP-CEW algorithm is

proposed. First, the spatial structure of the data set is

discovered by density clustering method, and labeled.
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1.Spatial structure of data

In this paper, let be the labeled

sample set, where is the training sample, and

is its label. ,

. is the number of categories.

is the unlabeled sample

set. The local density of sample is defined as

follows:

Among them:

is the Euclidean distance between samples

and , and is called the truncation

distance. It is a constant that has no fixed value and is

related to the data set itself(Wang & Xu, 2017). After

calculating the value of each sample , find

the sample that is closest to sample and has

a greater local density, point to , and find the

spatial structure of the data set.

2. Statistical method of cutting edge weights

(Triguero et al., 2014)Trim weighting is a

method to identify and process mislabeled samples.

First, in order to illustrate the similarity of the samples,

a relative adjacency graph is established on the data

set. The two samples and are connected side

by side, if the following conditions are met:

,Where

is the distance between samples and .

In an adjacency graph, if two samples with edges

connected by different labels, this edge is called a cut

edge. In an adjacency graph, if two samples with

edges connected by different labels, this edge is called

a cut edge. If has many cut edges, that is, most of

the samples in the neighborhood have labels that are

different from those of , it is considered that it

may be labeled incorrectly. Therefore, cut edges play

an important role in identifying mislabeled samples.

For different samples, they may have the same

number of cutting edges, but the importance of each

cutting edge is different, so each edge in the adjacent

graph is given a weight. Let be the weight of

the edges connecting samples and .

. Finally, the hypothesis test was used to identify

whether sample was labeled incorrectly. The sum

of the trimming weights of sample is defined

as follows:

Among them,

is the number of samples with edges connected to

sample , and is the label of sample . If

the value of the sample to be tested is large,

it is considered that the sample may be labeled

incorrectly. For hypothesis testing, the null hypothesis

is defined as follows:

: All samples in the adjacent graph are labeled

independently of each other according to the same

probability distribution . represents the

probability that the sample label is .In order to do

a bilateral test, you must first analyze the distribution

of under . Under the null hypothesis,

is an independent identically distributed

random variable subject to a Boolean parameter of

. So the expected and variance of

under are:

follows the normal distribution

under the original hypothesis

, so the selected test statistic is

Given a significance level of , the rejection

domain is:

The rejection domain that gets the sum of the

trimming weights is

The main steps of the algorithm for identifying

wrongly labeled samples using the edge-cut weights
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statistical method are as follows:

Step1. Establish a relative adjacency graph for the

sample set, and initialize the labeled sample set

correctly.

Step2. Assign weights to each edge in the adjacency

graph.

Step3. Given the significance level, calculate the

rejection domain.

Step4. If the value 1 falls into the rejection domain,

the tag is correct and the correct tag set is updated; if

it is not in the rejection domain, the wrong tag set is

updated.

Step5. Repeat the above steps until all samples are

tested.

3. Weight selection

The weight of each edge plays an important role

in the statistical method of the edge weight. In this

paper, the weight is first used to normalize the other

nearest neighbor distances in the neighborhood by

using the maximum nearest neighbor distance of each

sample. Then calculate the probability that the sample

has the same label as each neighboring sample, which

is the weight of the edge.

Use the -th nearest neighbor sample distance

of to normalize the distance from the first

adjacent samples to , then the normalized distance

is:

The weight of each edge in the adjacency graph is:

4. Self-training algorithm based on density and

trimming weights

Classifier-based methods have extremely high

requirements for the partitioning of sample sets and

the selection of learning algorithms. The selection of

distance metrics and values ​ ​ based on the nearest

neighbor method need to be set in advance. If it is not

selected properly in advance, it will cause a judgment

error and affect the final classification effect. In

addition, neither of these two methods uses a lot of

valuable information carried by unlabeled samples in

the recognition process, which reduces the accuracy of

recognition. The method of cutting edge weight

statistics to identify wrongly labeled samples does not

need to set any parameters in advance, and it can also

make full use of the information of unlabeled samples.

Therefore, in order to improve the classification

accuracy of the self-training algorithm, this paper

incorporates the method of cutting edge weights to

statistically identify the wrong label samples into the

ST-DP algorithm, and proposes the ST-DP-CEW

algorithm. The algorithm first uses the density

clustering method to discover the spatial structure of

the data set, and uses the spatial result information to

preferentially select representative unlabeled samples

for label prediction during the iteration process, which

improves the accuracy of predicting labels. Then use

the method of cutting edge weight statistics to judge

whether the prediction label is correct. Use the

correctly labeled samples for the next training. The

specific steps of the algorithm are described as

follows:

Step1. Use the density clustering method to find

the true space structure of the entire data set.

Step2. (a) Use KNN or SVM as the base

classifier, and train an initial classifier with the initial

labeled sample set;

(b) label prediction on the "next" unlabeled

sample of all samples in;

(c) identify whether the "next" sample is

correctly labeled by using the method of trimming

edge weights to obtain a correctly labeled sample;

(d) Repeat (a) through (c) until all "next" samples

of have been marked.

Step3. (a) Perform label prediction on the

"previous" unlabeled samples of all the updated

samples;

(b) Identify the "previous" sample using the

edge-cut weighting statistical method to obtain the

correct labeled sample, and then update the classifier;

(c) Repeat (a) and (b) until all "previous"

samples of have been marked.

II. Experimental results and analysis

In order to illustrate the effectiveness of the
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algorithm, the proposed algorithm is compared with

existing self-training algorithms on 8 real data sets.

The datasets are derived from the KEEL database.

Samples with missing values are deleted from the

Cleveland and Dermatology datasets, and the rest of

the datasets are not processed. The comparison

algorithms used are: traditional self-training

algorithms using KNN and SVM as classifiers,

self-training classification algorithms based on fuzzy

c-means clustering (ST-FCM), density-based

self-training classification algorithms (ST-DP), and

Self-training classification algorithm (ST-DE) based

on differential evolution.

1. Implementation of the experiment

A ten-fold cross-validation strategy was used to

perform experiments on the dataset using KNN and

SVM as base classifiers. Take one fold as the test set

and the remaining nine fold as the training set. In each

experiment, 10% of the samples in the training set are

randomly selected as the initial labeled sample set,

and the rest are unlabeled sets. In order to ensure the

accuracy of the experiment, the ten-fold

cross-validation experiment was repeated ten times,

and the average value of the ten experiments was

finally selected as the final experimental result.

Accuracy rate (AR), Mean accuracy rate (MAR), and

SD-AR are used as comparison criteria for the

classification performance of the algorithm.

Calculated as follows:

MAR represents the classification performance

of the algorithm, and SD-AR represents the robustness

of the algorithm. MAR ± SD-AR is selected as the

basis for judging the performance of the algorithm.

Tables 1 and 2 show the experimental results of

the data set with KNN and SVM as the base classifier,

respectively. The bold data indicates that the

algorithm performs better in classification. As shown

in Tables 1 and 2, when the initial labeled sample is

10%, the average classification accuracy of

ST-DP-CEW on multiple data sets is significantly

better than other comparison algorithms. However,

when the algorithm is based on the SVM classifier,

the classification accuracy of ST-DP-CEW on the

dataset Cleveland has basically not improved. This is

mainly because the values of most attributes in the

dataset are close to 0. For the same attribute, The

differences between the samples are small, resulting in

a small difference between the samples as a whole,

and the discrimination of each category is reduced,

which affects the final classification effect.

Table 1 Experimental results when the base

classifier is KNN (MAR ± SD-AR, %)

data

set

Classifier: KNN
KNN ST-F ST-D ST-D ST-DP

Bupa 54.48 56.91 58.88 59.13 62.27
Clevel 46.79 46.47 48.16 49.15 52.17
Derma 53.60 56.18 70.94 73.98 78.19
Glass 50.54 5L58 55.26 57.40 61.65
Haber 67.59 67.92 69.31 68.91 72.19
Ionosp 74.35 72.35 80.61 81.20 83.45
pi ma 67.72 64.98 66.40 66.93 70.05
yeast 45.96 48.32 49.19 50.74 53.10

Table 2 Experimental results when the base

classifier is SVM (MAR ± SD-AR, %)

data

set

Classifier: SVM
KNN ST-F ST-D ST-D ST-DP

Bupa 60.86 62.57 65.50 65.80 67.01
Clevel 53.84 53.84 53.82 53.82 53.84
Derma 56.41 57.28 68.14 72.36 78.25
Glass 44.81 46.34 49.46 51.36 54.72
Haber 70.59 71.61 71.85 72.24 74.62
Ionosp 78.33 79.75 80.92 82.34 84.92
pi ma 71.75 72.53 75.12 75.78 77.23
yeast 31.54 30.76 31.21 32.43 35.81

III. Conclusion

In this paper, based on the ST-DP algorithm, a

self-training algorithm based on density peaks and

edge trimming weights is proposed based on the

samples that may be mislabeled during the

self-training iteration process. That is, the method of

statistically identifying cut-off weights to identify

incorrectly labeled samples is integrated into the

ST-DP algorithm. It not only considers the spatial
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structure of the data set, but also solves the problem

that the samples are incorrectly labeled. In addition,

the calculation of the weights in the adjacency graph

also makes better use of the spatial structure of the

data set and the information carried by the unlabeled

samples. The effectiveness of the ST-DP-CEW

algorithm is fully analyzed on the real data set.

Especially when the proportion of initially labeled

samples is low, the proposed algorithm has greatly

improved performance compared to existing

algorithms. In the subsequent work, we will discuss

how to better construct the adjacency graph, and

introduce a function that measures the probability of

label error in the recognition process to make label

recognition more accurate.
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