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Abstract—In our previous work a multi-level slow 
intelligence system with multiple sensors, called the TDR 
system, was developed [1]. It consists of interacting super-
components each with different computation cycles 
specified by an abstract machine model. The TDR system 
has three major super-components: Tian (Heaven), Di 
(Earth) and Ren (Human), which are the essential 
ingredients of a human-centric psycho-physical system 
following the Chinese philosophy. Each super-component 
further consists of interacting components supported by an 
SIS server. In this paper we further developed a mobile 
TDR system for smart phones, intended for practicing 
health exercises such as conducting meditation.  The initial 
experimental results and further research topics are 
discussed. 

Keywords—slow intelligence system, component-based 
software engineering, sensor networks, mobile TDR system. 

1. Introduction  
 
Our goal is to develop a mobile TDR system for smart phones 
so that the user can carry this mobile TDR system anywhere. 
This experimental TDR system thus provides a platform for 
exploring and integrating different applications in personal 
health care, emergency management and social networks.  
 

 

Figure 1.  A brain wave headset. 
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To develop this experimental mobile TDR system, we need to 
port the TDR system to a smart phone.  This mobile TDR 
system empowers the user so that he or she can have 
continuous access to the sensory devices and apps offered by 
the mobile TDR system. An example of such a sensory device 
is the brain wave headset.  As shown in Figure 1, the user can 
wear the headset with sixteen OpenBCI brain wave sensors so 
that the time signals detected by the sensors can be 
continuously sent to the TDR system.  The displayed time 
signals (left), positions of the sensors (upper right) and power 
spectrum (lower right) are illustrated in Figure 2. 
 

 
Figure  2. Time signals from OpenBCI brain wave sensors. 

 
In addition to brain wave sensors, a smart phone has built-in 
sensors such as its camera, which can be used to analyze the 
gaze of the user (see Figure 3) to obtain certain measurements.  
The smart phone also has audio output. Thus the mobile TDK 
system provides multiple sensory input/output devices to 
continuously monitor user’s state of health.  In our initial 
experiment, the objective is to monitor user’s meditation state.  

 
Figure 3. Gaze analysis. 



 

We need to answer two basic questions: (1) Can a mobile 
TDR system for smart phone be developed?  (2) Can the 
information from various sensors of the mobile TDR system 
be analyzed and combined to monitor  user’s meditation state? 
 
The paper is organized as follows. To answer the first question, 
Section 2 presents the system architecture and development 
environment.  The basic scenarios of the mobile TDR system 
are described in Section 3. 
 
To answer the second question, the identification of 
meditation state from brain wave sensors is described in 
Section 4. Gaze analysis for the detection of meditation state is 
described in Section 5.  Experimental results show the two 
approaches are consistent in detecting the meditation state.   
 
The related work is reviewed in Section 6.  Section 7 discusses 
further research topics.  
 
 
2. System Architecture  
 
To facilitate the design of complex slow intelligence systems 
such as human-centric psycho-physical systems, we 
introduced the concept of super-components [1].   A complex 
slow intelligence system basically consists of interacting 
super-components, which further consist of many interacting 
components supported by an SIS server.  Communications are 
through the SIS server, and the messages are layered, i.e., each 
message type has its hierarchical scope.   A super-component 
can be viewed as a collection of components interacting by 
messages within the same scope. From an architectural 
viewpoint the result is a multi-level slow intelligence system 
as illustrated by Figure 4. 

 
Figure 4. A multi-level slow intelligence system. 

 
Figure 5 shows the structure of the TDR System. The seven 
components are the graphical user interface PrjRemote, 
Audio output, Gaze analyzer, internet Uploader, OpenBCI 
input processor and data Filter. These components 
communicate with each other via the Server. These seven 
components all reside in the smart phone and be running at the 

same time.  For this reason a high-end smart phone, ASUS 
ZenFone 3 ZS570KL with 64GB storage, 6 GB RAM, micro-
SDXC Memory Card Slot, USB Type-C and Android 6.0 was 
acquired.  
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Figure 5. The structure of the mobile TDR system. 
 
The development environment is illustrated by the UML 
development diagram shown in Figure 6.  The Android 
components are first developed in Android Studio on a PC and 
then uploaded to the smart phone.  The OpenBCI  brain wave 
headset is the external device connected to the smart phone via 
Blue Tooth and a USB port.  As shown in Figure 6 the headset 
can also be augmented for audio output such as rhythmic 
music (see Section 8).   

 
Figure 6. TDR Development environment. 
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3. Basic Scenarios of Mobile TDR System 
 
The mobile TDR system initially provides the following apps: 
(1) The Audio app plays rhythmic music to help calm down 
the user.   (2) The Gaze app analyzes a user’s gaze to decide 
whether he/she is in meditation state.  (3) The BrainWave app 
uploads the brain wave signals if the user is wearing a brain 
wave headset, to Internet for further processing. (4) The 
Analyzer to analyze data to detect meditation state, and verify 
whether the decisions made by the Gaze analyzer and the 
Brain wave analyzer are consistent.  The first three apps are in 
the smart phone, and the analyzer may either be in the smart 
phone or runs on the Internet.  The latter option allows the 
continuous improvement of the analyzer so that it can learn 
and improve its performance following slow intelligence 
principles. 



 

3.1. The Audio App 
 
This app requires three components: PrjRemote, Server and 
Audio. The Audio component can play a small piece of 
rhythmic music (e.g. raining) again and again at a certain 
frequency, helping user to relax. There are several pieces of 
music pre-stored in the Audio component. User can select or 
change the music by sending an ID number from PrjRemote. 
PrjRemote will send the ID number to the Server, Server will 
forward the ID number to Audio and finally Audio will play 
the music that user selected, as shown in Figure 7. 

AudioPrjRemote
number

 
 

Figure 7. Information flow for Audio App. 
 
For example, user wants to listen to the second piece of music. 
User types “2” in the PrjRemote and clicks the button “send” 
(Figure 8 (a)).  Then, user hears the Audio component playing 
the number “2” music and Audio component displays the 
received message on its interface (Figure 8 (b)). 
 

 
 

Figure 8(a). Audio_type “2” is selected. 
 

3.2. The Gaze App 
 
This app requires three components: PrjRemote, Server and 
Gaze, as shown in Figure 9. The Gaze component evaluates 
whether the user is relaxed or not by analyzing user’s gaze. 
After the analysis, Gaze will generate a parameter to reflect 
the degree of the user’s relaxation. When the Gaze component 
is activated, it will open the front camera of the smart phone 

and record a video clip of the user’s face. The duration of the 
recording is set by the user by sending a number from 
PrjRemote to Gaze.  

 

 
 

Figure8(b). Audio component received “2”. 
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Figure 9. Information flow for the Gaze sub-system. 
 

In Gaze Duration Setting view of PrjRemote user can choose 
standard setting or customized setting. For example, user 
wants to set the Gaze duration to be 10 seconds. He clicks the 
button “send” on the first line of Standard Setting (Figure 10 
(a)). 
 
When the Gaze component receives the message, it changes 
the duration time and displays the message on the bottom 
(Figure 10 (b)). 
 
Next, user activates the Gaze component by clicking the ”Start 
Mental State Tracking” button. After the recording and the 
gaze analysis. the result parameter “0.75” is displayed on the 
bottom of the PrjRemote interface (Figure 10 (c)). 
 
 



 

 
 

Figure 10(a). Gaze_duration “10” is selected. 
 

 
 

Figure 10(b). Received message is displayed. 
 
 

  
 

Figure 10(c). Gaze parameter “0.75” is displayed. 
 

3.3. The Brain Wave App 
 
This app requires five components: Filter, Open-BCI, 
Uploader, PrjRemote and Server. The Open-BCI input 
processor component receives the input data from a wearable 
brain wave headset. User can set the frequency and duration of 
the input data collected from the wearable headset by setting 
these two parameters.  
 

Open BCI Filter Uploader

PrjRemote

data data

parameter

 
Figure 11. Information flow for Brain Wave App. 

 
Suppose the user wants to collect the data every 5 seconds, 
and the total time period for collecting data is 20 seconds. He 
enters “5” on the first line of Customized Setting and enters 
“20” on the second line, and then clicks the “send” button 
(Figure 12(a)). 
 



 

 
 

Figure 12(a). Frequency and time period are selected. 
 

When the filter component receives the frequency and time 
period from PrjRemote, it displays them on its interface 
(Figure 12 (b)).  Open-BCI input processor receives data that 
are filtered according to the parameters set by the user (Figure 
12(c)).   

 
 

Figure 12(b). Filter is activated. 
 

 
 

Figure 12(c). Data is received and filtered. 
 

The OpenBCI input processor can process and plot the input 
Alpha brain wave data as shown in Figure 12(d).  When the 
user is concentrating, the curve tends to move upward and the 
alert probability increases.  In Figure 12(d) the alert 
probability is 0.8 (80%).  When the user is not concentrating, 
the curves tends to move download and the alert probability 
decreases. Finally the uploader can upload the data to the 
Internet and store it in a database. 
 

 
 

Figure 12(d). Alpha Brain Wave data is plotted. 
 

3.4. The Meditation State Detection App 
 
After the gaze data and brainwave data have been uploaded to 
the database in the Internet, they can be further analyzed to 
detect the meditation state, and whether the predictions are 



 

consistent. This will be further discussed in Section 5, and the 
results are illustrated in Figure 16.  The green color prediction 
is when both EEG and eye-tracking predictions are consistent 
and correct. Blue colors are EEG predictions that are 
inconsistent with eye-tracking predictions.  Red colors are 
eye-tracking predictions that are incorrectly predicted. 1 is 
meditation state, -1 is high cognitive workload. 

 
Figure 16. Comparison of meditation state predictions. 

 
 

4. Meditation State Detection 
 
Meditation, according to [2], is used to describe “practices that 
self-regulate the body and mind, thereby affecting mental 
events by engaging a specific attention set.” In the Western 
tradition, meditation can be classified into mindfulness 
meditation and concentrative meditation [2]. Mindfulness 
meditation emphasizes the rise of all possible feelings in 
awareness, whereas concentrative meditation requires 
concentrating on a specific object or activity.   
 
In our initial experiment we regard meditation as concentrative 
meditation. Our concentrative meditation system includes 
three major components: 1) State-Meditating: detecting 
concentrative meditation state via brainwave signals; 2) State-
Meditating: detecting concentrative meditation state via eye 
tracking signals; 3) Trait-reading: detecting concentrative 
meditation traits via eye movement patterns. 
 
State-Meditating: Brainwave 
 
According to [2], the meditation state is the state when the 
user is more relaxed as exhibited by the brain wave patterns 
with little or no activity. Given the strong relationship reported 
between EEG signal and meditation state, we developed a 
technique to detect the meditation state, or more precisely, to 
predict the probability of the meditation state, from input brain 
wave data. 
 
The alert probability described in the previous section can be 
regarded as a measurement of the meditation state probability 
from AlphaWave provided by OpenBCI software. 
In our approach, The OpenBCI Monitor component makes 
such prediction based on pre-trained prediction model, and 

decides whether it is necessary to upload data into the database 
for further analysis. 
For training the prediction model, a software tool called 
“Weka” is used.  Weka provides a lot of flexible well-
programmed machine learning algorithms. With its help, the 
module can train a prediction model easily using different 
machine learning algorithms. In addition, Weka is a package 
implemented in Java, so it is easy to integrate the package into 
the TDR system as a component. 
 
After the 16 channel brain wave data is appropriately cleaned, 
4 consecutive records of brain wave data, plus the mean, 
variance and standard deviation of these records,  are used to 
train the predication model.  Weka provides a lot of machine 
learning algorithms, from KNN or linear regression, to other 
high level machine learning algorithms, such as SVM. With 
the help of the package, the system can train any model by 
different classifiers. We implemented the program that, user 
can easily to change the classifier they need. To select a proper 
algorithm, we did a few experiments using different classifiers, 
such as Linear Regression, Logistic Regression, Bagging, Ada 
Boost, Naïve Bayes, J48, Random Forest, and SMV. We used 
10-folds cross validate to select a better model. In our initial 
experiment, the two subjects are both experts in meditation, 
therefore no matter what classifier was used, the prediction 
accuracy is always 100%.  Therefore we chose to use SMV as 
the model.  
 
To summarize our initial experiment, we can train, test a 
model, and save the model into a file so that the BCI Monitor 
can load the model easily and make prediction dynamically in 
a live demo.  We did a pilot study to test the workability of our 
system. In the pilot study, we recruited a concentrative 
meditating master, to meditate (s1) and stay calm (s2). The 
experimental results are shown in Figure 13. 
 

 
 
Figure 13. Experimental results of meditation state prediction. 
 
We can see the predication accuracy is always 100%. Such 
results are of course too good to be true.  We are curious 
whether the mastery of meditation induces the huge difference 
in the two states. Therefore we design another pilot study to 
evaluate it, which will be described in later section.  
 
State-Meditating: Eye-Tracking 
 
When a user is walking or exercising, it is inconvenient to 
wear a brain wave headset with many electrodes.  Therefore, 
we would like to explore whether the meditation state can be 



 

detected through gaze analysis.  If it can be done, then the user 
only needs his smart phone and nothing else. 
We propose to use face-tracking and eye-tracking technique to 
monitor meditating on smart phone based on two hypothesis: 1) 
when a user is meditating, there is a potential that the mental 
and conscious change might affect the user’s facial emotions 
slightly; 2) When a user is meditating, the conscious change 
might affect his eye-movements even if the eyes are closed. 
We are investigating the potential to observe meditating state 
via appearance changes. Our State-Meditating function is 
designed to be an application connected with SIS-server. We 
used a Google Nexus 5x smart phone running Android 6.0 to 
launch the SIS system applications. After the user settled the 
duration parameter on SIS-GUI, SIS-GUI will redirect the user 
to Gaze-component. The meditating state tracking will be 
started after user clicked the start button. During state tracking, 
each frame captured by the front facing camera will go 
through 2 steps: 1) Face landmarks tracking: we track the 
important landmarks of a face (e.g. left, right, and center point 
of eyebrows). In table 1, we listed the detail face landmarks 
being tracked; 3) Eye gaze estimation: we rely on the location 
of the pupil relative to the rest of the eye to estimate the 
direction of eye gaze. In our Gaze-Component, the Qualcomm 
Snapdragon SDK is being used to accelerate the tracking 
process. On 808 CPU in Nexus 5x, the per-frame image 
processing time is 17 ms.  
   

Region  Landmarks Detail 

        leftEyeBrowsPointTop 

        leftEyeBrowsPointBot 

        leftEyeBrowsPointLeft 

        leftEyeBrowsPointRight 

        rightEyeBrowsPointTop 

        rightEyeBrowsPointBot 

        rightEyeBrowsPointLeft 

Brows 

        rightEyeBrowsPointRight 

        leftEarPointTop 

        leftEarPointBottom 

        rightEarPointTop 
Ear 

        rightEarPointBottom 

        leftEyeBot 

        leftEyeTop 

        leftEyeCenter 

        leftEyeLeft 

        leftEyeRight 

        rightEyeBot 

        rightEyeTop 

        rightEyeCenter 

Eye 

        rightEyeLeft 

        rightEyeRight 

        mouthULipBot 

        mouthULipTop 

        mouthLLipBot 

        mouthLLipTop 

        mouthLeft 

Mouth 

        mouthRight 

        noseBridgePoint 

        noseCenterPoint 

        noseLLeft 

        noseLRight 

        noseMLeft 

        noseMRight 

        noseTipPoint 

        noseULeft 

Nose 

        noseURight 

Table 1. Details of face tracking landmarks. 

Pilot study 
 
We design another pilot study to 1) evaluate the accuracy of 
state prediction, 2) test whether our system is applicable to 
non-professional users (which are our targeted users), 3) 
compare the signals of brainwave and eye tracking in state 
prediction. 
 
In this pilot study, we recruited a local college master student 
(male, age 24) to test the meditation state prediction accuracy. 
The subject performed 3 different state in front of a mobile 
phone front facing camera with EEG sensors on:  
concentrative meditation (s1), stay calm (s2) and high 
cognitive workload (s3). In s1, we followed concentrative 
meditation instruction to train the user to focus on his nose and 
try to arise any feeling on nose. In s2, the subject simply 
stayed calm and avoided thinking anything. In s3, we ask the 
subject to thinking a math problem (a four digit number plus a 
four digit number) to induce the cognitive workload. 
 

(a) (b) (c)  
Figure 14. Eye gaze heat map on different state: (a) s1, 
meditation state; (b) s2, staying calm state; (c) s3, high 
cognitive workload state. We observe a clear difference 
among different state, where s1 is the most concentrative state 
and s3 is the sparsest state. 



 

We use OpenBCI to collect EEG data, and smart phone front 
facing camera to collect eye-tracking signals. We parallelize 
the two groups of data, and separate both EEG data and eye-
tracking data into 2 parts: first 70% as training and later 30% 
as testing.  
 
To train the EEG model, we followed the previous pilot study 
and used Weka in java, and SVM for creating the model. The 
features we extracted are 16 channel brain wave data and the 
mean, variance and standard deviation of these records within 
4 step sliding window.  
 
From the raw gaze data, we can observe a clear difference 
among different state, where s1 is the most concentrative state 
and s3 is the sparsest state (Figure 14). To quantify the 
difference, we also trained the eye-tracking model. We kept 
consistent with EEG model, using Weka in java to perform 
SVM, with gaze x and gaze y coordinate at each timestamp 
and the corresponding mean, variance and standard deviation 
within 2s sliding window. 
 
When comparing concentrative meditation (s1) with calm state 
(s2), the EEG model for predicting meditation state is 100% 
accuracy and eye-tracking model is 82.86% accuracy. The 
corresponding parallel result is shown in Figure 15. 
 

 
 
Figure 15. Meditation prediction from staying calm states. The 
green color prediction is when both EEG and eye-tracking 
predictions are consistent and correct. Other than green, blue 
colors are EEG predictions that are inconsistent with eye-
tracking predictions. The red colors are eye-tracking 
predictions that are incorrectly predicted. 1 is meditation state, 
-1 is staying calm state. 
 
When comparing concentrative meditation (s1) with high 
cognitive workload state (s3), the EEG model for predicting 
meditation state is 100% accuracy and eye-tracking model is 
97.06% accuracy. The corresponding parallel result is shown 
in Figure 16. 
 

 
 
Figure 16. Meditation prediction from high cognitive 
workload states. The green color prediction is when both EEG 
and eye-tracking predictions are consistent and correct. Other 
than green, blue colors are EEG predictions that are 
inconsistent with eye-tracking predictions. The red colors are 
eye-tracking predictions that are incorrectly predicted. 1 is 
meditation state, -1 is high cognitive workload. 
 
 
5. Detecting Reading Patterns by Gaze Analysis 
 
In this section, we first explain how to apply gaze analysis to 
find out user’s reading patterns. This will give some empirical 
justification that such technique may be applicable to track 
user’s reading patterns to determine users’ meditation trait. 
For initial design, we use the instruction manual to practice 
Chi as the reading material, and track users’ gaze pattern to 
see whether the user understands the instruction. We believe 
the time a user takes to read and the user’s gaze pattern reflect 
his (her) meditating trait. 
 
To process the data in SIS database and visualize the 
processing workflow, we write our code in PHP, and the 
visualization can be easily observed on SIS GUI webpage.  
The visual object consists of two levels. Using visual object 
definition, the two levels are: 
 
Top level: 
Ym is: Binary Trait State (Have trait of meditation or not)  
Yi is: Different color on ‘Reading’ Tag (Red: don’t have trait, 
Green: have trait)  
Bottom Level: 
Xm is: User’s Gaze data within 1 second time period  
Xi is: Gaze coordinates (points) and corresponding time  
Our system controlled by two directions: bottom-up and top-
down. The top down direction is on scope of TDR system in 
the whole. 
In bottom up direction: 
Hi represents the covariance value for each individual segment 
Xm calculated by function:  

 



 

We set a fuzzy number (fuzz) R ranging from 0 to 1 with 5 
levels. If Hi = 0-0.2, then the fuzzy number R=1, the level 
indicates the user has a strong trait; If Hi = 0.2-0.4, then the 
fuzzy number R=0.8, the level indicates the user has a trait; If 
Hi = 0.4-0.6, then the fuzzy number R=0.6, the level is 
medium; If Hi = 0.6-0.8, then the fuzzy number R=0.4, the 
level indicates the user might not have a trait; Otherwise Hi = 
0.8-1, and the fuzzy number R=0.2, the level indicates the user 
don’t have trait. The pseudo code for the algorithm is 
presented below: 

 

 
 
In GUI, we display a ReadingBehaviorObservation table with 
each row as a segment (Figure 14). The background color 
shows the trait level when user is reading within this one-
second segment. 

 
Figure 14. Reading Behavior Observation Table. 

Besides fuzzy number, we also include uncertainty number in 
our System to indicate the capability of our prediction. The 
uncertainty number for random guess is 0.5. We initially set it 
as 0.75 for our system. This uncertainty number will be 
updated based on future user study prediction accuracy. 
 
We include a HeatMap, which is a saliency map of user’s 
attention, as an overview (Figure 15). 

 
Figure 15. HeatMap of Reading Indicating High Meditation 

Trait in user’s reading of CHI manual. 
 

 
6. Related Work 
 
Mindfulness meditation along with relaxation and biofeedback 
are major self-regulatory strategies that are wildly explored in 
clinical used therapy [3]. Mindfulness meditation has been 
proven to have positive effects on social skills, feeling of 
compassion, self-management, somatic awareness [7] and 
mental flexibility [8]. Besides that, studies has been work on 
usage of mindfulness meditation in treatment of anxiety 
disorders, stress reduction [3], [5], chronic pain and persistent 
pain [5], [9], depression [5], autism spectrum disorders [5], 
traumatic experiences [10], acquired brain injury [11], and 
even disordered eating, psoriasis and substance abuse [12], [13] 
and so on. Concentrative meditation, based on its unlimited 
physical form, is being taught broadly for stress reduction. 
However, the traditional researches on mindfulness as well as 
concentrative meditation mostly relied on self-report and 
verbal comprehension as measurements [3], [4], [5].  
 
Transcendental meditation is a technique that turns “the 
attention inwards towards the subtler levels of a thought until 
the mind transcends the experience of the subtlest state of the 
thought and arrives at the source of the thought” [15], which 
can be classified as concentrative meditation [2]. Because of 
the easiness and enjoyableness, large subject number, 
repetition of mantra [2], and immediately experience 
beneficial physiological changes [16], TM becomes a popular 
meditation technique that being measured via physiological 
signals [[2], [6], [14]. Metric of meditation measurement via 
physiological signals consists of two major parts: state and 
trait. State is “altered sensory, cognitive, and self-referential 

 
$lastTime = 0; 
while($data!=null) 
{ 
 $d = $data[0]; 
 $data = $data[1:end]; 
 if($d[‘time’]==lastTime){ 
  $Xm = $Xm+$d;//put current data into Xm 

} 
else{//current Xm is full and the new data should be add to a 

new Xm 
 $lastTime = %d[‘time’]; 

                    $uncert = 0.75; 
  $assessScore = covariance of ($Xm) 
if($assessScore>=0.8){//Fuzz level 5 
   Table-background-color:Red; 
  } 

else if($assessScore>=0.6){//Fuzz level 4 
   Table-background-color:Orange; 
  } 

else if($assessScore>=0.4){//Fuzz level 3 
   Table-background-color:Yellow; 
  } 

else if($assessScore>=0.2){//Fuzz level 2 
   Table-background-color:Green; 
  } 

else{//Fuzz level 1 
   Table-background-color:Blue; 
  } 
  $Xm = $newXm; 

} 
} 

 



 

awareness that can arise during meditation practice” and trait 
is “the lasting changes in these dimensions that persist in the 
meditator irrespective of being actively engaged in 
meditation” [2].  
 
Among all physiological signals being used to measure TM, 
brain signals via electroencephalography (EEG) have more 
than 60 years history and are most commonly used [2]. Hans 
Berger first recorded EEG signals in the 1920s [20]. After 
about 90 years development, EEG now can be divided into 6 
bands by frequency: alpha, beta, gamma, theta, delta, and mu. 
Alpha and theta bands are highly related to meditation state 
[18], [21], [22], [23], [24], [25]. Although many researchers 
[21], [22], [23] found that alpha power increases during 
meditating, different results have been reported based on 
different location of EEG sensors (i.e. frontal, parietal, 
temporal, or occipital) [18]. Besides EEG, physiological 
signals of ERP [2], GSR [6], Oxygen consumption [6], HRV 
[6] and neuroimaging [2] have been applied to monitoring 
meditation.  
 
Our TDR-CHI Gaze component was inspired by [17], which 
tracks the gaze duration of a subject in meditation, and 
control-subjects on different emotional face stimuli and found 
that meditators spent less time on angry and fear faces than 
control subjects. TDR-CHI Gaze component has two functions: 
1) State-Meditating: measuring state during meditating via 
face-tracking and eye-tracking technique, 2) Trait-Reading: 
evaluating trait during reading. Gaze component is different 
from previous works in three aspects: A. We creatively use 
face tracking and eye tracking technique to monitor meditation 
state (State-Meditating). To our knowledge, we are the first 
one that attempts to use face tracking and eye-tracking 
technique to track appearance changes in order to understand 
the internal changes in meditating. B. We track users reading 
patterns to determine users’ binary meditation trait. We are 
changing the simple stimuli task to complicated reading task. 
C. The state and trait are monitored via smart phone, without 
dedicated wearable sensors and eye tracking sensors. 
 
7. Discussion 
 
We proposed in Section 7 to determine medication state by 
analyzing gaze obtained from the smart phone’s camera.  The 
initial experimental results indicate the approach might be 
viable.  More experiments are to be performed. 
 
If the brain wave headset is to be used, we would like to use 
the least amount of data to train a model, so that users do not 
need to get a device to monitor 16 channels.  A smaller and 
cheaper device that only monitor a few channels may be good 
enough for meditation status prediction. To select few 
channels, we used information gain for feature selection. Since 
the records are mostly plain data from each channel, thus, by 
using feature selection technique, it can select channels that 
can differentiate data most efficiently.   
 

Another solution is through Principal Component Analysis 
(PCA). With help of PCA, the system can find out which 
feature (channel) contributes most to the data. Then we may 
use one or more most contributes channels to be our final 
channels.   This will lead to the most efficient (fewest channel) 
headset. 
 
Our long-term goal is to expand the TDR system for the 
estimation of Chi. The Chi super-component can be regarded 
as the super-component at the highest level. It has attributes 
including both objective measurements and subjective 
evaluations. Some researchers propose to employ electrical 
measurements to estimate Chi [26]. Other researchers propose 
to combine objective measurements with subjective evaluation 
into an evaluation matrix to estimate Chi [27]. This makes the 
Chi super-component both pro-active and adaptive at multiple 
levels.   
 
Finally we also want to add audio output so that a person’s 
health exercise can be further enhanced. Our grand hypothesis 
is the mobile TDR system with multiple sensors will facilitate 
the estimation of Chi, so that a person equipped with the 
mobile TDR system can practice meditation and continue to 
enhance his/her health.  Further experimental research will 
hopefully confirm at least a portion of this grand hypothesis. 
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