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A B S T R A C T
Trigger-Action Platforms (TAPs) empower users to automate tasks involving smart devices, allowing
them to either create rules from scratch or access a catalog of existing user-defined rules. Users
can explore the catalog and find rules based on their interests, relying on the so-called User-defined
descriptions (UDDs) provided by the rules’ creators. However, TAPs lack a mechanism to verify or
regulate these descriptions, resulting in potential inaccuracies or errors. This poses challenges for
users when seeking relevant rules, as descriptions may present misleading or irrelevant information.

In this paper, we propose a novel approach to semantically validate the consistency between a
rule’s UDD and its trigger-action components. To accomplish this objective, we used rules derived
from a widely used TAP, i.e., If-This-Then-That (IFTTT). From the automation rules, we constructed a
dataset of 20,000 samples, and we assigned them labels representing four distinct classes of semantic
consistency. For two of these classes, we leveraged the capabilities of a Large Language Model (LLM)
to edit the user descriptions, significantly reducing manual effort while ensuring coherent samples.
In order to evaluate the semantic consistency, we employed three NLP-based classification models,
fine-tuned on the dataset we created. This allowed us to assess the effectiveness of our proposed
approach. Among the models, the BERT-based model demonstrated superior performance, achieving
an accuracy value of 99%.

© 2023 KSI Research

1. Introduction
The Internet of Things (IoT) has revolutionized various

industries and aspects of daily life by connecting physical
devices and enabling data exchange through sensors and net-
work connectivity [20]. Intelligent IoT systems and devices
enable the automation of tasks and efficient data manage-
ment, leading to the emergence of "smart devices" that en-
hance user experiences. Trigger-Action Platforms (TAPs)
[13, 34] are crucial pieces of software in IoT systems, as they
allow users to create automation rules that trigger specific

This work has been supported by the Italian Ministry of University
and Research (MUR) under grant PRIN 2017 “EMPATHY: Empowering
People in deAling with internet of THings ecosYstems” (Progetti di Rile-
vante Interesse Nazionale − Bando 2017, Grant 2017MX9T7H).

∗Corresponding author

actions based on conditions, such as turning on the light au-
tomatically at a certain time. TAPs are particularly valuable
in End-User Development (EUD) [19, 26], as they empower
users to define their automation tasks without the need for
extensive programming knowledge in a very simple and in-
tuitive way. This user-friendly approach opens up endless
possibilities for customization and tailoring automation to
individual needs and preferences.

Each rule is composed of a trigger component, defining
the event that activates the rule, and an action component,
detailing the operation to be executed to achieve the desired
behavior. Additionally, TAPs often allow users to provide
rule-specific information in the form of a textual descrip-
tion, known as the User-defined description (UDD), which
succinctly summarizes the rule’s behavior.

The If-This-Then-That (IFTTT) 1 platform serves as the
primary and most widely used TAP in the market. Since its
inception in 2010, the platform has garnered a substantial

1https://ifttt.com
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Create a post on 
Facebook for any 
new tweet

Figure 1: An rule’s example with the associated UDD

and ever-growing community of followers. A notable ad-
vantage of IFTTT is its extensive catalog of rules, known
as applets, shared by community members. In this context,
UDDs play a crucial role in helping users comprehend rule
behaviors while browsing the catalog. Figure 1 presents an
example of an IFTTT rule from the catalog (with the author’s
name blurred for privacy), with the rule’s behavior summa-
rized through its UDD. In this specific instance, the rule au-
tomates the synchronization of any new tweet published by
a user on Twitter to his/her personal Facebook Page.

Sadly, the utilization of TAPs and automation rules in-
troduces security and privacy risks [10, 16, 38], as they may
grant access to sensitive data and be misinterpreted in their
behavior. The presence of IoT devices also poses potential
risks, as they could be exploited by malicious individuals
for cyber attacks [1, 25]. Additionally, users’ interactions
with TAPs can inadvertently introduce cybersecurity threats
[33]. The creation of rules through TAPs may carry inher-
ent risk, particularly due to the average user’s level of tech-
nical knowledge, which may not be sufficient to fully com-
prehend the potential consequences of seemingly innocuous
rules [11, 30]. For instance, a rule like "If the last family
member leaves the house, then turn off the lights" could in-
advertently disclose valuable information to malicious indi-
viduals, providing insights into when the user’s home will
be empty. To address these challenges, researchers have pro-
posed tailor-made solutions to safeguard users’ privacy and
security within intelligent environments [3, 9, 35].

The existence of fields like UDDs also raises significant
concerns for users [2, 7], yet this aspect has received limited
attention in the literature. TAPs such as IFTTT lack active
control over the content authors may input as UDDs, grant-
ing them the freedom to write anything to describe the be-
havior of their rules. This unrestricted approach may give
rise to several issues. Firstly, rule creators may enter UDDs
that are completely unrelated not only to the rule’s behav-
ior but also fail to conform to the typical characteristics of a

description, such as “10 Things You Need To Know!”. Con-
sequently, such rules become virtually impossible for users
to discover. Secondly, rules with imprecise UDDs might sur-
face in search results for other types of rules, making it even
more challenging for users to find rules that suit their re-
quirements accurately. Moreover, poor UDDs may lead to a
lack of understanding of the rules’ intended behavior, as the
UDD serves as a showcase for the rule’s purpose. Finally,
TAPs with shared rule catalogs can potentially expose users
to risks if malicious authors hide harmful behaviors behind
misleading descriptions. For instance, consider the rule’s
UDD in Figure 1, but assume that its trigger and action com-
ponents instead are “If anyone in your area publishes a new
tweet” and “then create a post on Facebook”, respectively.
The combination of these components could potentially re-
sult in the malicious posting of embarrassing and unwanted
texts. As a consequence, such information may automat-
ically be published on Facebook and shared with an even
wider audience without the user’s consent or awareness, un-
like what the UDD might suggest. Since both the UDD and
the actual trigger-action components involve the same ser-
vices, i.e., Twitter and Facebook, users might be deceived
into activating such a rule, unaware of the potential harm.
These concerns emphasize the need for attention and possi-
ble solutions in this domain.

To mitigate this risk is crucial to preserve the seman-
tic consistency between a rule’s behavior and its UDD. This
should be done by means of approaches that analyze UDDs
to identify potential misalignments, safeguarding users from
potential threats that may arise due to deceptive or mislead-
ing rule descriptions. Furthermore, maintaining semantic
consistency between a rule’s behavior and its UDD is im-
portant also for those approaches relying on the analysis of
UDDs to identify potential user privacy or security-related
harm caused by rules [5, 15, 31].

In response to the mentioned concerns, this paper pro-
poses a novel approach that addresses the identified issues
effectively. In previous work [6], we proposed a Bidirec-
tional Encoder Representations from Transformers (BERT)-
based model evaluating the semantic consistency between
UDDs and the trigger-action components of rules accord-
ing to two consistency classes, i.e., either complete consis-
tency between a UDD and its trigger-action component, or
complete inconsistency. In this paper, we further extend our
methodology by considering two additional classes of se-
mantic consistency, i.e., trigger-side inconsistent only and
action-side inconsistent only. Furthermore, we also com-
pared the BERT-based model [14] with two other transformer-
based NLP ones: the Generative Pre-trained Transformer 2
(GPT-2) model [28], which is a decoder-only model, and the
Text-To-Text Transfer Transformer (T5) model [29], which
combines both encoder and decoder components.

To obtain the samples to be considered for the training
following the new distribution of classes, we constructed a
dataset encompassing all conceivable scenarios related to
the generation and sharing of UDDs associated with automa-
tion rules. Leveraging a Large Language Model (LLM) [24],
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we significantly reduce manual efforts while ensuring dataset
heterogeneity. The resulting dataset contains 20,000 sam-
ples, where the actual behavior of each rule is represented
by a textual pattern derived from its components. These pat-
terns, along with the rule’s UDDs, serve as inputs for the
classification models, which calculate a semantic similarity
score between the two texts. The results demonstrated the
effectiveness of these models in categorizing semantic con-
sistency, achieving an overall accuracy rate of approximately
99%, 97%, and 91% respectively.

The paper is organized as follows: Section 2 discusses
the state of the art on semantic analysis of automation rules.
Section 3 presents an overview of the overall methodology,
detailing the model’s general architecture and outlining the
dataset construction process. Moving on to Section 4, we
describe the process of generating the dataset, encompassing
all possible types of UDDs that a user might define. For the
task of checking the semantic consistency between a rule’s
UDD and its trigger-action components, Section 5 provides
an in-depth explanation of the NLP classification models
employed. In Section 6, we present the results of the experi-
mental evaluation, assessing the effectiveness of the classifi-
cation models. Finally, Section 7 concludes the manuscript
and provides future directions for our proposal.

2. Related Work
This section presents an overview of the main research

endeavors in the world of semantic analysis of trigger-action
rules. Previous studies in the literature have primarily con-
centrated on language-to-code approaches, extracting exe-
cutable code from rule descriptions. Alternatively, there have
been efforts to improve user experience by developing ad-
vanced graphical interfaces or employing sequence-to-sequence
models for the automatic generation of rule components, stream-
lining the rule creation process for users.

Utilizing natural language to program computers has the
potential to enhance accessibility to modern technology, es-
pecially for inexperienced users [22]. One approach to achieve
this is through the development of language-to-code transla-
tors, which aid in creating trigger-action rules tailored to user
needs. By employing a semantic parser, natural language
descriptions can be converted into executable code, stream-
lining the process of rule customization and making it more
user-friendly for a broader audience. In [27], Quirk et al.
designed a language-to-code approach for natural language
programming. They collected a significant number of rule-
description pairs from the IFTTT website and used them to
train semantic parser learners capable of effectively inter-
preting natural language descriptions and mapping them to
executable code. The IF-THEN statements were represented
using Abstract Syntax Trees (ASTs), with each node denot-
ing a specific text construct and capturing its structural and
content-related details. The constructed ASTs were then fed
to several classifiers, which iteratively searched for the most
likely derivation, refining the training data to achieve desired
performance. Another study [21] by Chen et al. proposed a

neural network architecture for automatically translating nat-
ural language descriptions into IF-THEN rules. They intro-
duced an attention mechanism called Latent Attention, which
computed the importance of each word in the description
to predict rule components in a two-stage process. Addi-
tionally, Yusuf et al. presented RecipeGen, a deep learning-
based approach that utilizes a Transformer sequence-to-sequence
architecture to generate IF-THEN rules from natural language
descriptions [37]. This model treated the problem as a se-
quence learning and generation task, effectively capturing
implicit relations between rule components. To enhance gen-
eration performance, RecipeGen relied on autoencoding pre-
trained models to initialize the encoder’s parameters in the
sequence-to-sequence model.

Prior studies have mainly focused on interactions that in-
volve a user’s request and the system’s response in the form
of interpretation. However, it is essential to engage the user
in an interactive dialogue to validate and refine their inten-
tions, leading to the creation of complete and accurate rules.
Addressing this aspect, Corno et al. proposed HeyTAP [12],
a conversational and semantic-powered platform that can map
abstract user needs to executable IF-THEN rules. HeyTAP
utilizes a multimodal interface to interact with the user and
extract personalization intentions for various contexts. An
exploratory experiment involving 8 users demonstrated Hey-
TAP’s effectiveness in guiding participants from abstract needs
to concrete IF-THEN rules, which can be executed by con-
temporary TAPs. In contrast, Yao et al. [36] presented an
approach that introduced an interactive element to seman-
tic analysis. They relied on a Hierarchical Reinforcement
Learning framework to translate natural language descrip-
tions into IFTTT rules. The approach involved training an
agent with a hierarchical policy to maximize parsing accu-
racy while minimizing the number of questions asked to the
user, making the process more efficient and user-friendly.
Additionally, Huang et al. [18] conducted an in-depth analy-
sis of the potential implications of incorporating natural lan-
guage interfaces to assist users in customizing and automat-
ing their personal devices. They introduced Instructable-
Crowd, a crowd-powered system enabling users to program
their devices via a natural language interface. The system
focuses on creating simple programs that are easy to use
and employs human crowd workers to operate the natural
language interface. By incorporating more than one sen-
sor/effector, InstructableCrowd addresses key problems with
device customization and automation, offering a promising
approach for programming devices in the future.

Unlike the approaches that concentrate on generating ex-
ecutable rules from natural language descriptions [12, 21,
27, 36, 37], or aim to enhance the rule definition process
through user interactions [18], we address a different prob-
lem. We focus on checking the semantic consistency of a
UDD against the actual rule behavior before its dissemina-
tion. This ensures that the UDD accurately represents the
intended behavior of the rule and reduces the risk of mis-
leading or deceptive rule descriptions.

3
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Figure 2: Proposed process for constructing the dataset and evaluating NLP-based models for checking the semantic consistency
of a rule’s UDD with respect to its trigger-action components. (a) Dataset construction. (b) Models training. (c) Models testing.

3. Methodology
In this section, we outline the approaches undertaken to

build a comprehensive dataset encompassing UDD samples
and to identify the most suitable NLP classification model
for our specific objectives. In particular, Figure 2 illustrates
the step-by-step process leading to the creation of the dataset
and the establishment of effective supervised models to ac-
curately examine the semantic relationships between UDDs

and the synthesized patterns of their trigger-action compo-
nents.

This process involves three main phases:
a) Building and Labeling the Dataset: The primary ob-

jective of this step is to prepare the labeled dataset
required for training the NLP classification models.
However, before initiating this procedure, it is essen-
tial to establish a pattern that effectively synthesizes
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the behavioral aspects of a rule based on its trigger-
action components. This pattern will serve as a refer-
ence for analyzing the corresponding UDD.
Furthermore, it is imperative to define the possible
consistency classes for the UDD-pattern pairs and their
associated labels. These classes categorize the UDDs
into different types based on their alignment with the
synthesized patterns. To achieve this, we first worked
with the original dataset and partitioned it into four
distinct samples. Each sample corresponds to differ-
ent types of UDDs that a user might define for their
rule, resulting in a diverse representation of descrip-
tions across various consistency scenarios. By doing
so, we ensure that each sample represents a consistent
class, simplifying the labeling process significantly.
To account for various real-world scenarios, it was
crucial to introduce shuffling mechanisms during the
construction of three of these samples. These shuf-
fling mechanisms (depicted as "Sr", "St", and "Sa"
in Figure 2) introduce negative and partially negative
samples of UDDs, considering that users might de-
fine descriptions that are inconsistent with the trigger
component, the action component, or both. As a re-
sult, the shuffling mechanisms randomly modify one
or both components of the rules in these samples, al-
lowing us to incorporate samples of inconsistent and
partially inconsistent UDDs.
Finally, all the samples are consolidated to create a
labeled dataset that includes all types of samples re-
quired for training the NLP classification models. The
dataset now comprises a large set of rules labeled ac-
cording to their respective consistency classes, provid-
ing a solid foundation for the subsequent model train-
ing and evaluation stages.

b) Training NLP Classification Models: This stage fo-
cuses on training classification models using the la-
beled UDD-pattern pair dataset, referred to as the train-
ing set. The features used for training the models en-
compass the textual representation of the UDD, along
with the corresponding synthesized pattern. By lever-
aging NLP techniques, we can extract crucial seman-
tic information from these components, which the clas-
sification models can utilize to discern and distinguish
among various consistency classes.
To ensure the effectiveness and accuracy of the classi-
fication models, we carried out a meticulous phase of
dataset construction. As a result, we achieved a bal-
anced training set, wherein each consistency class is
evenly represented by 5,000 samples. This balanced
distribution eradicates the issue of some classes being
more frequent than others, preventing potential bias
and ensuring that the models are equally well-trained
on all consistency scenarios.

c) Testing NLP Classification Models: In this phase, our
main objective is to thoroughly evaluate the perfor-

mance of the NLP classification models. This evalu-
ation is accomplished by providing the classification
models with a carefully selected set of labeled UDD-
pattern pairs, which serves as the input for testing their
capabilities in determining semantic consistency.
To measure the effectiveness and accuracy of the mod-
els, we employ well-known evaluation metrics, i.e.,
Precision, Recall, F1-score, and Accuracy. By using
these widely recognized evaluation metrics, we can ef-
fectively assess and compare the performance of the
NLP classification models in the context of semantic
consistency checking. These metrics provide valuable
insights into the models’ strengths and weaknesses, al-
lowing us to make informed decisions about their suit-
ability for real-world applications.

In the following sections, we provide a comprehensive
description of the steps involved in constructing the labeled
dataset tailored to serve our specific objectives. This dataset
forms a crucial foundation for our research, facilitating the
training and evaluation of the NLP classification models em-
ployed in our task.

4. Dataset Construction
As mentioned above, this section aims to outline the pro-

cess of dataset construction and labeling, which serves as the
foundation for training classification models dedicated to as-
sessing the semantic consistency between the trigger-action
components of an IFTTT rule and the accompanying nat-
ural language description. Our focus is on presenting both
the starting dataset employed during analysis and the techni-
cal mechanisms involved in generating a new dataset specif-
ically tailored for semantic consistency evaluation.
4.1. IFTTT Rule Dataset

In our study, we utilized the dataset proposed by Mi et
al. [23], which provides a collection of IFTTT rules ob-
tained from crawling the IFTTT.com website. The dataset
contains important information such as the rule’s title (Ti-
tle), a description explaining the rule behavior (Desc), the
event that triggers the rule (TriggerTitle) defined through a
specific channel (TriggerChannelTitle), the action to be per-
formed (ActionTitle) selected from the corresponding chan-
nel (ActionChannelTitle), and the name of the rule creator
(Creator Name).

Exploiting the valuable information provided by IFTTT,
we embarked on a novel approach for building a new dataset
by devising a specialized pattern for synthesizing UDDs.

These patterns were meticulously designed to ensure a
coherent and precise representation of a rule’s behavior, cap-
turing essential details about its trigger and action compo-
nents presented in the original dataset. These structured pat-
terns played a pivotal role in our research, serving two sig-
nificant tasks.

The first task centered around the core objective of our
study: the semantic consistency checking task. By employ-
ing the synthesized patterns, we were able to assess the se-
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mantic alignment between a rule’s trigger-action components
and the corresponding UDD.

The second task involved harnessing the potential of Large
Language Models (LLMs). By generating new random pat-
terns using our structured approach, we presented these pat-
terns as input to the LLM. This enabled us to generate sam-
ples of erroneous descriptions that users might write, en-
compassing incorrect triggers, actions, or even both com-
ponents. This allowed for a comprehensive examination of
potential user errors, broadening the scope of our analysis
beyond just consistent samples.

In the final stage, we carried out dataset labeling by cate-
gorizing each UDD-pattern pair into its defined consistency
class. This critical process significantly enhanced the effi-
ciency of data organization and analysis. By accurately la-
beling the pairs, we ensured that our dataset encompassed
a diverse representation of consistency scenarios, including
complete consistency, complete inconsistency, and partial
consistency of a UDD.
4.2. Synthesizing a UDD from the components of a

rule
In our earlier study, we devised a structure that func-

tions as a natural language description to evaluate the coher-
ence between a UDD and the real behavior of a rule. This
structure incorporates essential rule elements such as trig-
ger, trigger channel, action, and action channel. The spe-
cific pattern used for generating the synthesized UDD is as
follows:

IF TriggerTitle (TriggerChannelTitle) THEN Ac-
tionTitle (ActionChannelTitle)

The adoption of this standardized format offers a concise
and comprehensive representation of the core elements and
occurrences associated with a specific rule. To illustrate this,
we provide an example using an IFTTT rule that consists of
the following components:

• TriggerTitle: “Any new SMS received”
• TriggerChannelTitle: “Android SMS”
• ActionTitle: “Send me an email”
• ActionChannelTitle: “Email”
The synthesized pattern for this rule is as follows:

IF Any new SMS received (Android SMS) THEN
Send me an email (Email)

This pattern offers a succinct and clear representation of
the rule’s components and their corresponding values, mak-
ing it easy to understand the intended functionality. This
holds true even after examining the original description:

When a text message arrives, forwards it to your
email.

4.3. Sample Generation
To configure an effective model, we undertook the cre-

ation of a new dataset, encompassing all possible types of
UDDs that a user could generate for their automation rules.
These UDD types fall into three distinct macro categories:

• Completely Consistent UDDs: These UDDs are co-
herent, aligning perfectly with both the trigger and ac-
tion components.

• Completely Inconsistent UDDs: In contrast, these UDDs
lack coherence with both the trigger and action com-
ponents.

• Partially Consistent UDDs: This category includes
UDDs that exhibit coherence with either the trigger
component or the action component, but not both.

To achieve this UDD diversification, we utilized the syn-
thesizing strategy described in the previous section. Before
delving into the strategy’s adoption, we first defined the de-
sired final structure of the dataset. Our objective was to con-
struct a random sample of 20,000 entries, each comprising
three key features: the UDD (description component), the
synthesized pattern, and the corresponding label indicating
the class of consistency between the UDD and its pattern.

After this, we embarked on generating different types of
UDDs. For the first type of UDD (completely consistent), we
randomly selected 5,000 rules with consistent descriptions
from the initial dataset and synthesized their corresponding
patterns from the rule’s components. For the second type
(completely inconsistent), we took 5,000 random rules and
replaced each one’s correct description with a different de-
scription that includes a distinct combination of trigger and
action components. This shuffling mechanism introduces in-
consistencies in the UDDs. It is important to note that the
shuffling is applied only to the UDDs, while the patterns are
synthesized with the correct components of the user’s rule.

However, the most challenging aspect was defining sam-
ples for the last type of UDDs (partially consistent). To ad-
dress this, we selected 10,000 random rules from the original
dataset and divided them into two separate sets. This divi-
sion enabled us to obtain 5,000 patterns with only the wrong
trigger component (randomized from the other trigger com-
ponents of the dataset) and another 5,000 patterns with only
the wrong action component (randomized from the other ac-
tion components of the dataset). These newly construed pat-
terns were then used as input for the LLM Alpaca-Lora 2
[17, 32] to generate partially correct UDDs.

We adopted this approach due to the difficulty in design-
ing precise instructions for a LLM. Instead, we opted for a
single prompt, instructing the model to generate a textual
description explaining the behavior of the automation rule

2https://crfm.stanford.edu/2023/03/13/alpaca.html
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based on the input pattern containing the trigger and action
components. The instruction prompt is the following:

Given an input sentence containing the trigger and
action components of a trigger-action rule, execute
the following instruction:
"Generate a textual description explaining the be-
havior of the trigger-action rule."

For example, given the following partially consistent pat-
tern:

IF Current condition changes to (RSS Feed), THEN
Post a tweet (Twitter)

The model generates the corresponding UDD:

When the current condition changes to RSS Feed, a
tweet is posted on Twitter.

This prompt was used for both tasks, streamlining the
process and ensuring consistent results. It is worth noting
that, in the final dataset, we have the patterns synthesized
with the correct components of the user’s rule. The described
process was solely for defining samples of partially correct
user descriptions, and the generated UDDs were manually
checked to ensure their correctness.

By incorporating these techniques and expanding the dataset
to include a wide range of UDD types, we achieved a more
robust and accurate set of data for the training phase.
4.4. Data Labeling

For the final stage of dataset composition, we proceeded
to assign the appropriate labels to the UDD-pattern pairs.
Building on our previous work [6], we had initially defined
two semantic similarity classes:

• Contradiction: This label denotes inconsistency be-
tween the UDD and the synthesized pattern, indicat-
ing that the UDD and the pattern do not align in their
descriptions.

• Entailment: This label signifies consistency between
the UDD and the synthesized pattern, implying that
the UDD’s description is in agreement with the pat-
tern.

However, this approach resulted in the exclusion of some
possible scenarios, specifically the partial consistency UDDs,
from the definition of a trigger-action rule description.

To address this limitation, we decided to define more ap-
propriate labels for UDD-pattern pairs, taking into account
the internal division of the dataset. As a result, we delineated
the following four classes:

• “ee”: This class denotes complete consistency between
the UDD and the synthesized pattern, indicating that

both the trigger and action components are accurately
represented in the UDD.

• “cc”: This class denotes complete inconsistency be-
tween the UDD and the synthesized pattern, indicat-
ing that neither the trigger nor the action components
are correctly aligned in the UDD.

• “ec”: This class denotes partial consistency between
the UDD and the synthesized pattern, with a focus on
the trigger component. Specifically, the trigger com-
ponent in the UDD is correct, but the action compo-
nent does not align with the pattern.

• “ce”: This class denotes partial consistency between
the UDD and the synthesized pattern, with a focus on
the action component. Specifically, the action compo-
nent in the UDD is correct, but the trigger component
does not align with the pattern.

With the generation of our new dataset, we no longer re-
quire manual labeling since we have systematically produced
the samples. Through the devised strategy and patterns, we
are able to create diverse UDD-pattern pairs, covering vari-
ous consistency scenarios, including completely consistent,
completely inconsistent, and partially consistent cases.

The use of the LLM Alpaca-Lora enabled us to gener-
ate new UDDs that mimic user-generated descriptions with
errors or partial consistencies. This procedure proved espe-
cially beneficial for creating UDDs falling into the "ec" and
"ce" classes, where either the trigger or the action component
was accurately represented, but the other exhibited inconsis-
tencies. By automating the sample generation process, we
have significantly reduced the manual effort involved in la-
beling the data. The resulting dataset contains a compre-
hensive representation of UDDs, covering a wide range of
semantic similarities with their corresponding synthesized
patterns.

With this augmented dataset, we can now proceed to
train and evaluate our NLP classification models for the se-
mantic consistency checking task more efficiently and effec-
tively. The automated generation of samples not only saves
time but also enhances the dataset’s diversity, contributing
to the overall robustness and accuracy of the trained models.

5. Classification Models
This section details the implementation of models for

classifying the UDD-pattern pairs, the techniques used to
develop each model, and the training phase setup.

We consider three different transformer-based models to
assess the semantic consistency between UDDs and rule be-
haviors:

1. BERT-based model: This model is based on BERT
[14]. The latter is an encoder-only model that uti-
lizes deep bidirectional transformers and has been pre-
trained on a large corpus of data to create a powerful
NLP language representation model.

7
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2. T5 model: The T5 [29] model adopts a unique ap-
proach as an encoder-decoder model, learning to pre-
dict masked words in sentences through a corrupting
span denoising objective.

3. GPT-2 model: The GPT-2 [28] model is an unsuper-
vised generative language model developed by Ope-
nAI. It operates as a decoder-only model based on the
transformer architecture.

By employing these three transformer-based models, we aim
to thoroughly analyze and compare their performance in de-
termining the semantic alignment between UDDs and rule
behaviors. The first model, based on the BERT architec-
ture, involves an encoder-only approach and a feature ex-
traction layer to represent input tokens. The second model,
T5, utilizes both encoder and decoder components, offering
insights into the performance of combined architectures. Fi-
nally, the third model, GPT-2, allows us to explore the capa-
bilities of a purely generative approach.

In all models, features are treated as text. Moreover,
before training the models, a pre-processing phase is per-
formed to remove noise from UDDs. This includes opera-
tions such as normalization and lemmatization on the textual
values.
5.1. BERT-based Model

The Bidirectional Encoder Representations from Trans-
formers (BERT)-based model’s architecture for classifying
the semantic consistency of UDD-pattern pairs is illustrated
in Figure 3. This model comprises interconnected compo-
nents working together to achieve the objective. The initial
component is the Input Layer, which encodes UDD-pattern
pairs into numerical representations known as dense vectors.
These dense vectors are then processed by the BERT lan-
guage model, consisting of multiple Transformer Encoder
Layers that generate contextual representations of each word
in the input sequence using self-attention. Each layer pro-
duces dense vectors capturing different levels of syntactic
and semantic information.

Next, the sequence obtained from the BERT model is
passed to the Feature Extraction Layer, containing a Bidi-
rectional Long Short-Term Memory (BiLSTM) Layer. The
BiLSTM is designed to store past and future context, and
its output consists of a sequence of vectors representing the
hidden states at each time step. These hidden states are con-
catenated to create a representation capturing global features
and dependencies.

The output from the BiLSTM Layer is processed through
an Average Pooling Layer and a Max Pooling Layer, reduc-
ing dimensionality by aggregating information across the se-
quence. Average pooling calculates the average value of
each feature, providing an overall representation and distri-
bution. On the other hand, max pooling selects the maxi-
mum value from each dimension, highlighting salient fea-
tures. Both pooling operations are concatenated through a
Feature Concatenation module to create a comprehensive
representation that captures overall context and important
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Figure 3: The architecture of the BERT-based model

local details. A Dropout operation is applied before feeding
the concatenated data to the Output Layer, randomly drop-
ping out input features to mitigate overfitting.

The Output Layer utilizes the extracted features to eval-
uate semantic consistency between rule descriptions and cor-
responding patterns. It applies linear transformations to com-
pute the final classification output of the model, determin-
ing whether the UDD-pattern pairs exhibit semantic consis-
tency.
5.2. T5 Model

The architecture of the Text-To-Text Transfer Transformer
(T5) model, designed specifically for the text classification
task, is delineated in Figure 4. T5’s approach to text classifi-
cation is distinct from traditional methods that use separate
encoder and decoder components. Instead, it transforms all
tasks into a text-to-text format, where both the input and out-
put are treated as text sequences. This allows T5 to handle
different tasks by simply modifying the input and output rep-
resentations.

The architecture begins with an Input Layer that takes
the UDD-pattern pairs to be classified as input. The input
text is processed and converted into a sequence of tokens,
with each token representing a word or subword unit. These
tokens are then embedded into a dense, continuous vector
space using an Embedding Layer.

The embedded tokens enter the Encoder Transformer Blocks,
which are responsible for processing the input text. Each en-
coder block consists of a multi-head self-attention layer, a
feedforward neural network layer, and layer normalization.
The self-attention layer allows the model to attend to differ-
ent parts of the input text, capturing the relationships be-
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Figure 4: The architecture of the T5 model

tween words and their context. The Feedforward Neural
Network introduces non-linear transformations, and layer nor-
malization helps stabilize the training process.

The output of the encoder blocks is a sequence of con-
textualized representations, with each token’s representation
containing information about its surrounding context. These
representations are then passed to the Decoder Transformer
Blocks. The latter further process the encoder’s contextual-
ized representations to generate task-specific outputs. Each
decoder block has similar components to the encoder blocks,
such as multi-head self-attention, Feedforward Neural Net-
works, and layer normalization. However, the decoder also
includes cross-attention layers, allowing it to focus on both
the input sequence and the task representation simultane-
ously.

Finally, the Output Layer receives the processed output
from the last decoder block. This layer is customized to the
specific text classification task and further processes the con-
textualized representations. It produces classification scores
for each possible class, determining the predicted class for
the input text based on the highest probability.
5.3. GPT-2 Model

The Generative Pre-trained Transformer 2 (GPT-2) model
was originally designed for generating coherent and diverse
text, but its capabilities have extended to include highly use-
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Figure 5: The architecture of the GPT-2 model

ful applications in text classification tasks as well.
The architecture of GPT-2, as depicted in Figure 5, is

based on the transformer architecture, and it primarily lever-
ages the decoder component of the transformer. Unlike encoder-
decoder models such as T5, GPT-2 does not utilize the en-
coder part of the transformer. This design choice enables
GPT-2 to excel in its primary function of generating text with
contextual understanding.

In the context of text classification with UDD-pattern
pairs as input, GPT-2’s architecture begins with an Input
Layer, which takes a sequence of tokens representing words
or subword units. These tokens are then transformed into
dense, fixed-dimensional vectors using an Embedding Layer.
This mapping process places the tokens into a continuous
vector space, facilitating the model’s ability to capture se-
mantic relationships and similarities between words.

The embedded tokens are then passed through a series
of Decoder Transformer Blocks. Each transformer block is
a stack of layers, consisting of a multi-head self-attention
mechanism, which allows the model to attend to different
parts of the input sequence and capture dependencies be-
tween words in the context of the entire sequence. Addi-
tionally, each block contains a Feedforward Neural Network
Layer, which introduces non-linear transformations to the
token representations, further enhancing the model’s ability
to model complex relationships.

In order to ensure stable training and facilitate faster con-
vergence, each transformer block incorporates a normaliza-
tion phase. This process normalizes the activations in each
layer, enhancing the robustness of the optimization process.

As the input sequence progresses through the stack of
transformer blocks, the model gains a deeper understanding
of the context and relationships between the tokens. The fi-
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nal transformer block produces a sequence of hidden states,
where each hidden state corresponds to the encoded repre-
sentation of its corresponding token.

For text classification tasks, the hidden states are then
passed to the Output Layer, which performs a weighted com-
bination of the hidden states and generates classification scores
for each possible class. The class with the highest score is
selected as the predicted class for the input text.

6. Models Evaluation
In this section, we present an analysis of the performances

of the classification models. Specifically, we provide details
on the experimental setup, the adopted metrics, and the re-
sults obtained from the experiments. The code of the soft-
ware is publicly available on GitHub3.
6.1. Evaluation Setup

In the evaluation phase, we trained the three NLP models
using specific methodologies.

For the BERT-based model, we followed a two-step pro-
cess. Initially, we froze all pre-trained layers and focused
on training only the top layers. This allowed us to extract
features by utilizing the representations of the pre-trained
model. After feature extraction, we proceeded with an ad-
ditional fine-tuning step. During this step, we unfroze the
BERT model and retrained the entire architecture with a sig-
nificantly low learning rate. The objective was to progres-
sively adapt the pre-trained features to the new data, leading
to enhanced model performance.

To pre-train and fine-tune the BERT-based model, we
utilized Python libraries, specifically Keras and TensorFlow.
We chose the “bert-base-uncased” variant, which has 12
transformer blocks, 768 hidden units, and 12 self-attention
heads. It is designed to handle lowercase letters. The train-
ing set consisted of 13,999 samples, encompassing all four
types of consistency classes. To optimize hyperparameters,
we employed a validation set with 4,000 samples. The best
hyperparameter configuration included 4 epochs, a batch size
of 64, an epsilon set to 1e-5, and a maximum text length of
70. The model’s performance was then evaluated using a
test set of 2,001 UDD-pattern labeled pairs.

For GPT-2 and T5, we followed the same libraries and
dataset sizes but made adjustments to hyperparameters. T5
was trained with 6 epochs, a batch size of 24, and a maximum
text length of 70. On the other hand, GPT-2 was trained with
5 epochs, a batch size of 32, and a maximum text length of
60.
6.2. Evaluation Metrics

The performance evaluation of the proposed models in-
volves several metrics, i.e., Accuracy, Precision, Recall, and
F1-score. These metrics are computed based on the values
of True Positive (TP), True Negative (TN), False Positive
(FP), and False Negative (FN). The evaluation metrics can
be expressed as follows:

3https://github.com/empathy-ws/TAP-Semantic-Consistency-Checking
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Figure 6: Confusion Matrix of the BERT-based model

• Accuracy is a measure of the overall correctness of a
model’s predictions, expressed as the ratio of the num-
ber of correctly classified samples to the total number
of samples evaluated:

Accuracy = TP + TN
TP + TN + FP + FN

(1)

• Precision is a measure of the proportion of true posi-
tive samples among all samples that the model identi-
fied as positive:

Precision = TP
TP + FP

(2)

• Recall is a measure of the proportion of true positive
samples among all actual positive samples:

Recall = TP
TP + FN

(3)

• F1-score is the harmonic mean of Precision and Re-
call:

F1 = 2 × Precision × Recall
Precision + Recall

(4)

6.3. Results and Discussion
In our investigation, we leveraged three transformer-based

NLP models to evaluate the semantic consistency between
UDDs and rule behaviors. The confusion matrices obtained
from the classification results on the test set for each classifi-
cation model are presented in Figure 6, Figure 7, and Figure
8, respectively. Additionally, Table 1 provides the resulting
values of Accuracy, Precision, Recall, F1-score, and the av-
erage of the per-class metrics for each model.

The BERT-based model achieved the highest accuracy
and precision values (99%), indicating its superior ability to
make correct predictions overall. It excelled in identifying
the ee and ec classes with high recall rates but encountered
challenges in distinguishing class cc, leading to some mis-
classifications where ee was incorrectly predicted as cc. On
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the other hand, the T5 model achieved an accuracy of 97%,
exhibiting strong overall performance. Specifically, it per-
formed well in identifying the ee and ec classes, evident from
their recall values (Table 1). However, akin to the BERT-
based model, the T5 model encountered difficulties concern-
ing class cc, frequently leading to erroneous classification
as an ee class. Finally, the GPT-2 model achieved an accu-
racy of 91% and exhibited the lowest discriminative ability
among the three models. As highlighted by the confusion
matrix (Figure 8), it faced notable challenges in differenti-
ating class cc from other classes, increasing confusion be-
tween ec and ce. Despite these limitations, the GPT-2 model
still produced mostly correct predictions.

The superior performance of the BERT-based model over
the T5 and GPT-2 models can be attributed to the fundamen-
tal differences in their pre-training approach. In particular,
BERT leverages the Masked Language Modeling (MLM)
[14] technique during pre-training, where certain words in
the input text are randomly masked, and the model is tasked
with predicting these masked words based on contextual cues
from the surrounding words. This process equips BERT

Table 1
Classification performances of the models on the test set

Metric cc ce ec ee Avg

BERT
Precision (%) 98 100 100 98 99
Recall (%) 98 100 100 98 99
F1-score (%) 98 100 100 98 99
Accuracy (%) 99

T5
Precision (%) 95 100 100 94 97
Recall (%) 93 100 100 95 97
F1-score (%) 94 100 100 94 97
Accuracy (%) 97

GPT-2
Precision (%) 95 87 87 96 91
Recall (%) 95 81 88 100 91
F1-score (%) 95 84 87 98 91
Accuracy (%) 91

with a solid capability for acquiring contextual representa-
tions of words and comprehending intricate relationships be-
tween them within sentences. On the contrary, T5 adopts an
innovative text-to-text approach [29] during its pre-training
phase, where the input text serves as a description of a spe-
cific NLP task, while the output text represents the corre-
sponding solution or result for that particular task. When
focusing specifically on classification tasks, the MLM ap-
proach of BERT exhibits notable advantages. By predicting
masked words, BERT gains a deeper understanding of how
words are interconnected within a given context, resulting
in the proficient classification of text. Instead, formulating
classification tasks into the text-to-text format for T5 might
not be as straightforward as employing BERT’s masked lan-
guage modeling. Indeed, ensuring that the task descriptions
lead to accurate and effective classification can pose chal-
lenges and may necessitate meticulous formulation and ex-
perimentation to achieve optimal results. Furthermore, it is
essential to consider the trade-off between specificity and
generalization. While BERT’s MLM approach enables it to
focus on the contextual nuances of individual words, T5’s
text-to-text approach emphasizes generalization across di-
verse tasks. As a consequence, T5 might not capture certain
task-specific nuances as effectively as BERT in certain clas-
sification scenarios. Finally, unlike the BERT and T5 mod-
els, the GPT-2 model adopts a unidirectional approach (i.e.,
it processes tokens in a left-to-right manner), which can re-
sult in a less comprehensive understanding of the input text.
This unidirectional nature may have impacted its ability to
effectively differentiate between the classes, particularly in
cases where the context from the right side of the input text
was crucial for accurate prediction.

The promising performance of models in checking se-
mantic consistency between UDDs and rule behavior presents
opportunities for further research and improvements in trans-
former-based NLP classification for similar tasks. Under-
standing the strengths and weaknesses of different transformer
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models helps inform the selection of appropriate models based
on the task requirements. As transformer-based NLP models
continue to advance, they hold great potential in enhancing
the accuracy and efficiency of various natural language un-
derstanding tasks, benefiting a wide range of applications in
the domain of IoT device automation and beyond.

7. Conclusion and Future Work
This paper introduces an innovative approach to tackle

the issue of potential inaccuracies and misleading informa-
tion in UDDs shared on TAPs. We developed a new dataset
that comprehensively covers different types of UDD scenar-
ios, including consistent, inconsistent, and partially consis-
tent descriptions. To achieve this, we leveraged an LLM
to generate samples with partially correct UDDs, which re-
duced the manual workload and increased dataset hetero-
geneity.

The evaluation involved three NLP classification mod-
els: BERT-based, T5, and GPT-2. The BERT-based model
underwent a two-step training process, where initially, the
top layers of the pre-trained model were targeted for train-
ing, and then fine-tuning was conducted with the entire ar-
chitecture. The T5 and GPT-2 models were also trained us-
ing the same dataset size as BERT. The experimental results
on the IFTTT dataset, consisting of 20,000 labeled UDD-
pattern pairs, demonstrated the effectiveness of the proposed
models. The BERT-based model demonstrated remarkable
performance, achieving an overall accuracy of 99%, com-
plemented by precision, recall, and F1-score, all attaining
a value of 99% as well. In contrast, the T5 model exhib-
ited slightly inferior performance, with all evaluation met-
rics registering at 97%. The GPT-2 model yielded the least
favorable results, scoring 91% for all evaluation metrics. This
outcome accentuates the relatively weaker performance of
the decoder-only architecture-based model in performing the
classification task. Nevertheless, it is noteworthy that all
models exhibited a high degree of reliability in discerning
compliant UDDs from unrelated ones, establishing a robust
and dependable method for conducting semantic consistency
checks in TAPs.

In the future, we would like to consider the adoption of
this approach in other TAPs beyond the IFTTT case study.
This broader application would enable us to further validate
the robustness and effectiveness of our classification mod-
els in different environments and contexts. Additionally, we
aim to explore potential enhancements to the models, such
as incorporating more advanced NLP techniques or leverag-
ing larger and more diverse datasets for training. Further-
more, we believe that integrating user feedback and iterative
improvements to the models would be valuable in optimiz-
ing the accuracy and reliability of the semantic consistency
checking process. In addition, providing explainability to
users has already been proven to increase users’ trust in the
systems in several domains [4, 8]. Thus, we think incor-
porating such a module would allow us to contribute to the
evolution of TAPs, in terms of trust, security, and ease of

use in defining automation rules while safeguarding users
against potential risks arising from misleading or deceptive
rule descriptions.
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A B S T R A C T
Document management systems (DMS) are widely used for the management of business documents
because they use metadata to organise and categorise digital documents. However, they are often
based on unstructured and monolithic files and this structure raises questions about the quality and
completeness of the information. To overcome this problem, this paper proposes a semantic rule-
based approach for an RDF-based DMS, which uses a combination of ontology and Shapes Constraint
Language (SHACL) rules to integrate legal aspects, validate data (expressed in an RDF triple store),
reason and infer new information. The process is dynamic because the proposed DMS can automati-
cally reason and create new inferences based on the information and data extracted from documents.
The process also reasons on user profiles and underlying rules, capturing specific legal regulations,
enabling further accurate and automated document management. The ontology used in the process
captures specific concepts of Swiss tax returns, while the SHACL rules serve to reason about actual
RDF triples relating to different tax households. The proposed DMS is innovative for its ability to
reason on a specific domain, improve the accuracy and completeness of information managed. This
work is relevant for any domain involving administrative documents and regulations (e.g. fiduciary
or insurance sector).
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1. Introduction
Organisations are using Document Management System

(DMS) tools to simplify the management of their digital doc-
uments and files. A DMS is used to create, store, organ-
ise, retrieve, and update documents and files in a secure and
efficient manner [8]. By using a DMS, organisations can
streamline their document-dependent workflows, reduce man-
ual document handling, and improve the accuracy and acces-
sibility of their information.

A DMS can use metadata to organise and categorise doc-
uments. By tagging documents with metadata, users can
easily search and retrieve documents based on specific crite-
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ria, such as date range, author, or content.
In the last ten years, the emergence of metadata-driven

DMS platforms has transformed the way organisations han-
dle their documents. These platforms have simplified the
task of classifying, searching, and retrieving documents, re-
sulting in enhanced productivity and collaboration among
employees. Moreover, the adoption of cloud-based DMS so-
lutions has enabled staff to access and work on documents
from anywhere, at any time, further augmenting the effi-
ciency and effectiveness of document-based workflows.

Efficient document management is crucial not only for
the optimal retrieval and use of documents but also for effec-
tive and efficient work organisation. Indeed, Gorelashvili [6]
notes that in the legal sector, automated document manage-
ment is essential to improve and streamline the way lawyers
manage their practice. DMS ensures that documents are eas-
ily accessible, well-organised, and protected. Abbasova [1]
highlights the beneficial effects of DMS on workflow forms
by automating the routing of documents between people,
eliminating bottlenecks and optimising business processes.
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DMS ensures more accurate organisation of business pro-
cesses within the company through effective management and 
support of the quality system in accordance with inter-national 
standards, as well as efficient storage, management, and access 
to information and knowledge. Gostojić et al. [7] list five main 
benefits of DMS for organisations, including paper cost 
savings, more efficient use of space, and increased 
productivity. It also provides document security, easy access to 
documents, and a version control feature that allows ac-cess to 
previous versions. In addition, it provides damage control 
through backup creation and repository export and ensures 
consistency of procedures through protocol enforce-ment. 
Yousufi [19] discusses the benefits of a “paperless” workplace, 
where the use of paper is reduced through the digitisation of 
documents and the use of DMS. Among the benefits 
highlighted are the ability to save space, time and money, as 
well as improving document security and simpli-fying data 
transfer, and a positive impact on the environment. The paper 
production is associated with deforestation, the use of large 
amounts of water, and the production of green-house gas 
emissions.

Despite the benefits of using a DMS, some DMS solu-
tions require significant setup processes and associated fees, 
or may not be well-suited to industry specific professions, 
creating further challenges for organisations seeking to im-
plement an efficient DMS. In addition, since most solutions 
are enterprise-based, there are currently no solutions that 
automate access to critical documents for individual con-
sumers. There is still no DMS that can classify, understand, 
and reason with customer documents, automatically process
a bundle of customer documents and create a customer pro-
file in compliance with r egulations. In particular, in the do-
main of fiduciary, insurance brokerage, or tax returns, doc-
uments are still processed manually, sent by email or via a 
customer’s cloud platform.

To overcome this problem this paper proposes a seman-
tic rule-based approach for an RDF-based DMS. The pro-
posed DMS uses a combination of various techniques: (1) 
an ontology for defining the concepts of the domain and their 
relationships (e.g. tax return); (2) data extracted from docu-
ments organised as RDF triples stored in a triplestore, fol-
lowing the ontology structure; and (3) Shapes Constraint 
Language (SHACL) rules for data validation, capturing reg-
ulations related to the domain, reasoning and inferring new 
information. The ontology organises the data in a structured 
way and defines the relationships between entities. This makes 
it easier to search and access documents. SHACL is an RDF-
based rule specification language used to define shape prop-
erties, constraints and rules for data validation and verifica-
tion [9]. Their combination allows the creation of a highly 
efficient, and automated DMS. In particular, the use of an on-
tology simplifies data organisation and management, while 
SHACL ensures data quality and reliability.

Besides providing a complete approach and a workflow, 
we addressed the specific case s tudy of Swiss t ax returns. 
We designed and implemented a rule-based process that dy-
namically builds, updates and reasons on users’ profiles, in-

tegrating underlying legal regulations providing a DMS com-
pliant by-design. An additional module completes this pro-
cess by automatically extracting information from documents
provided by users. Based on an ontology capturing the con-
cepts of Swiss tax returns, we designed SHACL shapes to
reason about asserted RDF triples of different tax house-
holds. A detailed description of the approach can be found
in the technical report [4].

The remaining sections of the paper are organised as fol-
lows. Section 2 provides an overview of existing approaches
in the context of DMS. Section 3 describes the proposed
semantic-based approach in detail, our research questions,
case study and workflow. The ontology used in the approach
is discussed in section 4, and section 5 presents the rule-
based methodology used to model the data. The implemen-
tation of the SHACL-based rules and their execution is shown
in section 6, which includes details of how the rules were
integrated into the system. Section 7 provides examples of
validating RDF data against the defined SHACL shapes, and
evaluating the defined rules. Finally, section 8 concludes
the paper by summarising the main contributions of the pro-
posed approach and discussing limitations and possible fu-
ture research directions in the field of DMS.

2. Related work
Our proposed DMS system is innovative compared to

other systems on the market because it uses a combination of
semantic techniques (ontology and SHACL shapes), which
allows even more precise and automated document manage-
ment. In addition, the use of inference techniques allows new
information to be derived from existing data, improving the
accuracy and completeness of the information managed by
the system. Therefore, we focus here on research works that
either use ontologies or consider semantic approaches.
2.1. Ontology Approaches for DMS

Some researchers propose the use of ontologies as part
of semantic document management approaches. Ontologies
can formally define the structure, content and relationships
of different types of documents. An ontology-based DMS
can monitor document processes and workflows, track de-
pendencies between documents, analyse how changes to one
document may affect other related documents, and design
the synchronisation steps needed to maintain consistency across
interrelated document collections.

Fuertes et al. [5] develop an ontology for DMS concern-
ing the construction sector. The ontology aims to classify
documents along the lifecycle of the construction project, to
reduce interoperability and information exchange problems,
to establish a hierarchical structure of the different domains
that correspond to the lifecycle of such projects, and finally
to enable an interconnected system between these domains.

Doc2KG [16] is a framework that provides a continu-
ous transformation of open data into a knowledge graph, us-
ing existing domain ontology standards. The system handles
the initial conversion of a DMS into a knowledge graph and
supports the continuous populating of the created knowledge
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graph with new documents. The authors rely on a combina-
tion of natural language processing techniques to facilitate 
information extraction and constraint-solving techniques for 
knowledge graph creation and manipulation.

Lee et al. [10] develop a domain-specific o ntology to 
support automatic document categorisation. The ontology 
contains a complete and detailed hierarchy of concepts used 
to represent documents related to information systems and 
technology as a set of concepts with relative weights. Al-
though researchers recognise the advantages of using an on-
tology with classes in terms of the interpretability and com-
prehensibility of classification decisions, no reference is made 
to the definition of semantic rules to make the use of the on-
tology more flexible.

Sheng and Lingling [14] propose the use of ontology in 
the context of e-governance to model government data and 
create a semantic environment for managing government in-
formation. They present a semantic-based e-government sys-
tem structure and use OWL as the ontology description lan-
guage to provide the basis for data sharing and analysis. The 
authors detail the conceptual entity, the conceptual property 
and the relationship between concepts, which correspond to 
classes, properties and axioms respectively in the OWL lan-
guage. However, they do not model semantic rules to define 
constraints and restrictions on the data, to ensure that it is 
consistent with the ontological structure they have defined, 
or to exploit its reasoning power.

Sladić et al. [15] present an approach to improve DMS 
through the use of a formal and explicit document model 
based on ontologies. This document allows the formal and 
explicit representation of the information contained in docu-
ments and the clear definition of concepts and relationships 
between them. In this way, the semantics of document con-
tent can be understood by machines, enabling more efficient 
and accurate analysis, classification a nd r etrieval o f docu-
ments. As a result, DMS can automatically classify docu-
ments based on their content, identify relationships between 
concepts, and support semantic search of documents.
2.2. Semantic Approaches for DMS

Wang et al. [18] organise and manage large amounts of 
documents through a representation of document semantics. 
The representation of document semantics is based on a set 
of attributes and a content vector, which allows for more ac-
curate document identification and provides associative search 
capabilities. In addition, this study presents keyword-based 
indexing techniques and structural querying techniques for 
XML data, which are widely used for representing and ex-
changing data on the Web.

Amato et al. [2] propose a semantic analysis-based ap-
proach to make up for the lack of an adequate data structure 
of DMS. This lack can raise a problem for the application of 
appropriate security policies in DMS. The semantic method-
ology is able to retrieve information from specific parts of 
the document that can be useful for classification, security, 
etc. Semantic analysis serves for implementing fine-grained 
access control on sensitive data contained in unstructured

and monolithic files, such as those found in DMS. The case
study concerns the formalisation and protection of electronic
health records.

Leukel et al. [11] propose a software architecture for co-
operative semantic document management. They argue that
semantic approaches to document management rely on en-
riching metadata and deriving semantic document models,
but the quality of the metadata and the underlying domain
ontology can limit the discovery of relationships between
documents. The proposed software architecture aims to solve
this problem by separating the semantic representation of in-
dividual documents from the knowledge of domain-specific
relationships in two architectural layers.

Some of the above studies use ontologies to improve the
effectiveness of DMS, while others use other semantic tech-
niques. The former differ in their specific application do-
mains and objectives, but they share the use of ontologies
as a tool for semantic document management. These stud-
ies focus on semantic approaches to DMS but do not neces-
sarily use semantic rules explicitly. These works often use
techniques such as keyword-based indexing and structural
retrieval, semantic analysis for sensitive data protection, or
software architecture to improve the quality of metadata and
domain ontologies. However, none of this research appears
to use the combined approach of ontologies, and SHACL
shapes, which can provide a more comprehensive and so-
phisticated DMS. Such an approach can ensure data quality
and consistency while improving the effectiveness of docu-
ment analysis, classification and retrieval.

3. Semantic-based approach
We discuss here our approach, starting with research ques-

tions, defining our case study, and providing our global work-
flow and architecture.
3.1. Research questions

The research questions proposed in this study relate to
the processing of business documents, in particular admin-
istrative documents, for the company’s customers. The aim
is to propose a semantic rule-based approach that can help
companies manage their customers’ documents more effi-
ciently and effectively. Our proposal addresses the following
research questions:
A) How can a document be classified and multi-labelled

based on extracted information that provides its key fea-
tures?

B) How can customer profiles be created and updated based
on the documents provided and the information extracted
from them?

C) How can a reasoning process determine which documents
customers need to provide based on their profiles?

3.2. Case study
In this paper, we focus on the Swiss tax return of house-

holds and the documents required to complete the tax return.
We limit our case study to household profiles consisting of a
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Figure 1: Overview of the Global Workflow as presented in [4]

single person, a widow/widower, couples, households with
or without children or other dependants, retired or working.
We have also limited our case study to the minimum set of
administrative documents required to complete the Swiss tax
returns of the households described above, namely: annual
income, bank statements, health insurance policies and ben-
efits, and family allowances, for each household member.
We have included the health insurance statements because
they are legally mandatory in Switzerland and everyone has
to provide them for tax purposes.

Let us consider a tax household consisting of two work-
ing parents with children. As each parent is employed, data
are extracted from their two salary certificates. The data ex-
traction process identifies the main features of the document
that are necessary conditions for a document to be classified
as a wage (revenue) statement.

In response to the first research question A), shape prop-
erties and rules are applied to classify documents as salary
certificates based on the extracted features. The system then
assigns a double label (or tag) of “Tax” and “Income” to the
salary statement.

In response to the second research question B), the sys-
tem profiles both parents as employees.

Finally, in relation to the third research question C), the
system identifies other necessary documents that the two par-
ents and their children need to provide, such as health insur-
ance.
3.3. Global Workflow and Architecture

Figure 1 shows the global overview of the workflow of
our approach, which is described in detail in [4].

Such an architecture consists of three modules:
1) The documents (native PDFs or scanned documents) are

processed by a Document Classification and Information
Extraction Module. This module generates JSON files
for each document, identifying its classes (e.g. health in-
surance policy, etc.), as well as specific information ex-
tracted from the document, such as date and amount.

2) The information extracted from the documents is also
used to feed JSON files profiles of the household and its
various members (e.g. widow/er, child, etc.);

3) The JSON information is then mapped to RDF by the
Reasoning, Labelling and Profiles Updates module, us-
ing an ontology for Swiss tax returns and personal pro-
files. This module also contains a semantic rule-based
reasoner, which is used on the one hand to update the in-
formation in the profiles (e.g. health insurance for a new
child means that the child must be added to the house-
hold, possibly changing the household profile from a cou-
ple without children to a couple with children), and on
the other hand to identify any missing documents of the
household based on the existing profiles (e.g. health in-
surance or benefits are missing for a person identified as
part of the household).
The Reasoning, Labelling, and Profiles update module
has the following components: (i) an ontology for man-
aging Swiss tax and administrative documents, based on
actual official legal tax documents and on actual adminis-
trative documents needed to complete the tax declaration.
The ontology defines concepts such as documents, user
profiles, tax items, and changes in residence and status;
(ii) The rules defined for validating documents, updating
profiles based on new information, labelling documents,
identifying missing documents (e.g. not provided in the
bundle), integrating legal regulations aspects; and (iii)
the RDF data mapped from the JSON files (actual data)
containing information automatically extracted from the
documents using an information extraction module.

4. Ontology for the management of tax and
administrative documents
The ontology for the management of tax and adminis-

trative documents is the foundation for the DMS. It includes
classes such as tax and administrative documents, user pro-
files, tax items and changes of status and domicile. The on-
tology has been developed in French1 through Protégé [12].

The ontology creation process was based on a middle-out
approach [17] because of the limited number of documents

1The ontology is available (on request) at the following website https:
//gitlab.unige.ch/addmin/doc-onto/-/wikis/home

18

https://gitlab.unige.ch/addmin/doc-onto/-/wikis/home
https://gitlab.unige.ch/addmin/doc-onto/-/wikis/home


M.A. Cappelli et al. / Journal of Visual Language and Computing (2023)15-28

available at the beginning of the project. The middle-out 
approach allows us to start with a limited set of data and 
then gradually expand the system as we acquired more in-
formation. This approach also ensures to adapt the system 
to user needs and to improve its accuracy over time. The 
step-by-step development process involved analysing tax re-
turn forms from 2020, as well as the instructions for filling 
them out issued by the Canton of Geneva, and model forms 
from other documents such as salary statements, 2nd and 3rd 
pillar pension funds, health insurance, etc. The results of the 
step-by-step development process were further validated by 
tax experts to ensure their validity and consistency over time. 

The middle-out approach was applied as follows. First, 
we identified the basic concepts of the domain in terms of
(i) documents and (ii) user profiles. We then developed two 
further parts for specific sub-areas, such as (iii) a section for 
tax items, representing the different categories of taxes and
fees that the taxpayer has to pay, and (iv) a section for man-
aging changes of status and domicile (address) of the user. 
These parts were then integrated into a larger and more com-
plex ontology for the domain of tax and administrative doc-
uments.

To facilitate the integration of the different parts, we used 
SHACL shapes to define the relationships between the RDF 
nodes to ensure that the parts were correctly and consistently 
integrated into the larger ontology (section 6).

Figure 2 shows the middle-out process for generating the 
ontology.

START

STUDY DOCUMENTS

(i) DOCUMENTS (ii) USER PROFILES

(iii) TAX ITEMS (iv) CHANGES

ONTOLOGY

Figure 2: The development of the ontology

The middle-out approach takes into account real-world
details, allowing specific domain information to be incorpo-
rated into ontological models. Finally, the approach helps
to reduce the risk of instability and inconsistencies and en-
sures that the system can be tested and user feedback can be
gathered more quickly as it is developed incrementally.

The results of the ontology development process are sum-
marised in figure 3, which shows an extract of the ontology
metrics, including 240 classes, 24 data type properties, 613
axioms, and 15 object properties.

Figure 3: Ontology metrics

4.1. Ontology - Swiss Tax return
The ontology was developed following the steps (pro-

posed by Noy and McGuinness [13]) to describe the domain
of document management for tax and administrative returns.
The following steps are followed:
1) Defining the domain and scope of the ontology.

In order to define the scope of the ontology and its func-
tionalities, we asked questions such as: What tax and
administrative documents are relevant to a particular tax
return? How should these documents be organised and
archived? What metadata is associated with the docu-
ments? What are the relationships between the docu-
ments, such as hierarchical dependencies between doc-
uments? What data needs to be extracted from the doc-
uments? Which household and user profiles are relevant
for tax return? Answering these questions helped us to
define the scope of the ontology and to identify its main
functionalities.

2) Defining the classes and the class hierarchy.
The top-level classes of the ontology are: (i) documents,
(ii) user profiles, (iii) tax items, (iv) changes. They have
several middle-level classes. These middle-level classes
are then further organised into sub-classes. Defining middle-
level classes helps to make the ontology more understand-
able. It also allows to search and retrieve information
from the ontology, as users can navigate through the hi-
erarchy to find the information they need.

(i) Documents. Within our ontology, we have defined
a hierarchy of classes for fiscal and administrative
documents. The top-level class Document repre-
sents the parent class of all other classes, includ-
ing: “Copie”, “Attestation”, “Bordereau”, “Certi-
ficat”, etc. Additionally, we have defined further
sub-classes for each of these classes to organise the
different types of documents in a hierarchical man-
ner, as shown for the class “Certificat” in figure 4.
Among these, we distinguish for instance the Salary
Certificate “CSalaire”, which is the main document
for income report.
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Figure 4: The section of Documents within the On-
tology (figure adapted from Protégé ontology editor
tool

(ii) User profiles. We identified the user profiles on
the basis of a set of relevant and significant crite-
ria for the ontology of the tax and administrative
documents concerned. We chose the following cri-
teria: type of employment, ownership of real estate,
financial accounts, or movable property (e.g. car),
any dependant person linked to the household, and
civil status as shown figure 5.
The criteria used to identify user profiles were cho-
sen on the basis of their relevance and importance
for the ontology of the tax and administrative doc-
uments in question. The employment type crite-
rion was used because the applicable tax regime
and the required documents may vary depending
on the employment status of the user. For exam-
ple, an employee may have different tax documents
than a self-employed person or an entrepreneur. We
selected the criterion of Ownership of real estate
or financial accounts, because ownership of such
property may affect the user’s tax situation. For
example, the ownership of real estate may require
the submission of specific documents for tax dec-
laration. Similarly, the criterion of the number of
dependants affects the user’s tax situation and the
documents required. For example, the presence of
dependant children requires the submission of spe-
cific documents in order to obtain tax benefits. Fi-
nally, we defined the marital status criterion, be-
cause it affects the household tax situation and the
documents required. Marriage or cohabitation may
have tax implications and requires the submission
of specific documents.
The ontology also includes user profiles, which are
defined by a combination of profile elements. For
example, a single person with real estate and a car
would be defined by the combination:
Célibataire ⊓ AvecBienImmobilier ⊓ AvecBienMobilier

Figure 5: The section of User Profiles within the
ontology (figure taken from Protégé ontology editor
tool)

(iii) Tax Items. The ontology defines the tax items, which
represent the different categories of taxes and duties
applicable in a given Geneva tax jurisdiction. The
list of these items is directly linked to the Geneva
Tax return form. Each document in the ontology
is associated with one or more tax items. Figure 6
provides a visual representation. Tax items are or-
ganised into three groups: Deduction (linked to any
deduction we can provide such as doctors’ bills or
work related travel expenses); Fortune (savings ac-
counts, real estate, etc.); Revenu (any type of in-
come or rent from various activities).
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Figure 6: The section of Tax Items within the ontol-
ogy

(iv) Changes. The ontology includes a definition for
household profile changes. Figure 7 gives a visual
representation of the section of changes. Similarly
to the Tax items above, it is linked to the Geneva
Tax return form and includes information related
to changes in marital status, income activities, chil-
dren, domicile, etc.

Figure 7: The section of changes within the ontology

3) Defining the properties of the classes
We defined properties for documents in relation to data
that we need to extract from the documents and that serve
to classify, label the document, or build a person or house-
hold profile.
For each class of document, these elements are identi-
fied through a combination of two methods: data extrac-
tion and evaluation of their usefulness for the documents
in question. We identified the most recurrent properties
for all documents, as shown in table 1. Specific machine
learning algorithms are employed to extract information
from administrative documents (e.g. from health insur-
ance documents). This information is then stored as an
RDF triple on which further reasoning will apply.

Table 1
Ontology Properties

Property Description
nomPersonne The name of a person
dateNaissance The date of birth of a person
adressePersonne The address of a person
emetteur The issuer of an invoice
destinataire The recipient of an invoice
echeanceContrat The deadline for fulfilling the terms of a contract
canton The canton in which a taxpayer is domiciled
commune The municipality in which a taxpayer is domiciled
noAVS The AVS number of a taxpayer
devise The currency used in a fiscal document
noClient The client number assigned to a taxpayer by a tax authority
noContrat The unique identifier assigned to a contract
noCompte The bank account number associated with a taxpayer
noDepot The file number assigned to a tax file
codePostal The postal code of a taxpayer’s address
codeCommuneTravail The municipality in which a taxpayer works
adresseLieuTravail The address of a taxpayer’s workplace
anneeFiscale The fiscal year to which a tax document or liability relates
montant The monetary amount associated with a fiscal document

Figure 8 shows the common properties for an account
certificate, such as “IBAN”, “account number”, “user client”,
“account opening date” and “account closing date”.

Figure 8: Ontology properties for an account certificate
(figure adopted by WebVOWL tool)

5. Data Model expressed with Description
Logic
In order to perform semantic reasoning, we need to de-

fine “shapes” to describe the structure, properties, and re-
lationships of data. We first express here these shapes and
relationships in Description Logic, before expressing them
in SHACL in the next Section.

This approach addresses the research questions A, B, and
C defined in Section 3.
A) Document classification and multi-labelling rules

Classes of documents are uniquely defined by distinctive
characteristics. For example, a salary certificate doc-
ument must contain the employee’s last name and first
name, the employer, and the amount of the salary. The
following Description Logic (DL) notation represents some
basic requirements that must be met for a document to be
classified as a salary certificate.
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SalaryCertificate
⊑ 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑𝐵𝑦 some 𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑒
⊓ 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 some 𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑒𝐿𝑎𝑠𝑡𝑁𝑎𝑚𝑒
⊓ 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 some 𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑒𝐹 𝑖𝑟𝑠𝑡𝑁𝑎𝑚𝑒
⊓ 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 some 𝑆𝑎𝑙𝑎𝑟𝑦𝐴𝑚𝑜𝑢𝑛𝑡

For the multi-labelling rule, one or more labels are assigned
to each document to allow the automatic organisation of the
documents into several predefined categories. The following
DL notation is used to assign one or more labels to a salary
statement that has a double “Tag”.

SalaryCertificate
⊑ ℎ𝑎𝑠𝑇 𝑎𝑔 some 𝐼𝑛𝑐𝑜𝑚𝑒
⊑ ℎ𝑎𝑠𝑇 𝑎𝑔 some 𝑇 𝑎𝑥

B) Customer profile rules
In order to infer the users’ profile by analysing the documents
they provided, some direct rules are defined. For example,
if a user delivers a salary certificate then the user is tagged
as being an employee. The following DL notation allows the
automated inference of user profile based on the documents the
user provide.

DocumentDelivery
⊑ 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑𝐵𝑦 some 𝑈𝑠𝑒𝑟
⊓ 𝑖𝑠𝑇 𝑦𝑝𝑒 some 𝑆𝑎𝑙𝑎𝑟𝑦𝐶𝑒𝑟𝑡𝑖𝑓 𝑖𝑐𝑎𝑡𝑒
⊑ 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑑𝐵𝑦 some 𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑒

C) Documents delivery rules
In order to infer which documents match the profile of the user,
some inverse rules are defined. For example, if a person is
tagged as an employee, then this person has to deliver a salary
certificate. Additionally, each person has to provide a health
insurance policy. The following DL notation allows for the
automated inference of the type of documents to be delivered
based on the user’s profile.

𝑃𝑒𝑟𝑠𝑜𝑛
⊓ 𝑖𝑠𝑇 𝑦𝑝𝑒 some 𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑒
⊑ ℎ𝑎𝑠𝑇 𝑜𝐷𝑒𝑙𝑖𝑣𝑒𝑟 some 𝑆𝑎𝑙𝑎𝑟𝑦𝐶𝑒𝑟𝑡𝑖𝑓 𝑖𝑐𝑎𝑡𝑒

The SHACL shapes are useful to define a set of property shapes
and semantic rules for multi-label document classification and
user profiling.
Specifically, we defined 92 property shapes and three sets of
semantic rules, resulting in a total of 120 rules. These rules
included 78 multi-label rules, 21 customer profile rules and 21
document delivery rules. Using SHACL allowed us to validate
RDF data against these rules and ensure that the data complied
with the defined constraints.

6. Implementation
We implemented SHACL node shapes for each class of

the ontology. Each node shape is linked to its respective class

through sh:targetClass property. By defining a target class
within the shape’s definition, it becomes applicable to all in-
stances of that specific class. For example, Salary Certifi-
cate Shape is a type of node shape, and it is connected to
the SalaryCertifcate class. By using the target, it is possible
to ensure that all instances of SalaryCertificate are checked
against the conditions defined within the SalaryCertificate-
Shape. Below, we present the implementation of the SHACL
shapes, following the adopted methodology described in sec-
tion 5.

A) Classification of documents
For each document that a user should submit, we iden-
tify its sine qua non elements.
Within the relative SHACL shape, we defined the rel-
evant elements the document must contain as SHACL
property shapes. As shown in listing 1, a salary certifi-
cate has to contain: the employee’s surname and first
name, one and only one employee, and the amount.
The predicates have constraints that can describe dif-
ferent values for each attribute shape. We use pre-built
constraint types as sh:datatype to describe the type of
literal values; sh:minCount to describe the maximum
required number of values; sh:maxCount to specify the
maximum number of value nodes.
By using such a SHACL shape, we can run a valida-
tion process that validates (or not) the document as
being of the appropriate type. This can also be inter-
preted as “if the document contains all sine qua non
elements, i.e. the validation is positive, then it is of
that specific class”, and is therefore assigned to that
class.

A) Multi-labelling documents
Multi-labelling rules assign one (or more) label to each
document. The assigned labels can then be used to au-
tomatically organise documents into predefined cate-
gories. We defined such rules as SHACL inference
rules and their execution generates inferred triples of
the form:

< document impots:tag label >

The document is the RDF individual of the document
that is being labelled; impots:tag is a data property, de-
fined in the ontology, for assigning the label to a doc-
ument; and label is a string literal (xsd:string) con-
taining the actual text value of the label.
Listing 2 shows a rule labelling a document of type
salary certificate as both a tax document and an in-
come document.
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impots:SalaryCertificateShape
rdf:type sh:NodeShape ;

sh:property [
sh:path impots:personSurname ;
sh:datatype xsd:string ;
sh:minCount 1 ;
sh:maxCount 1 ;
sh:class impots:PersonSurname ;
sh:name "Person Surname" ;

] ;
sh:property [

sh:path impots:employer ;
sh:minCount 1 ;
sh:maxCount 1 ;
sh:class impots:Employer ;
sh:name "Employer" ;

] ;
sh:property [
sh:path impots:personFirstName ;
sh:datatype xsd:string ;
sh:minCount 1 ;
sh:maxCount 1 ;
sh:class impots:PersonFirstName ;
sh:name "Person First Name" ;

] ;
sh:property [

sh:path impots:amount ;
sh:datatype xsd:string ;
sh:minCount 1 ;
sh:maxCount 1 ;
sh:class impots:SalaryAmount ;
sh:name "Salary Amount" ;

] ;
.

Listing 1: Relevant features of a salary certificate document
represented as SHACL shapes

impots:SalaryCertificateShape
rdf:type sh:NodeShape ;
sh:rule [

rdf:type sh:TripleRule ;
sh:subject sh:this ;
sh:predicate impots:tag ;
sh:object "Tax" ;

] ;
sh:rule [

rdf:type sh:TripleRule ;
sh:subject sh:this ;
sh:predicate impots:tag ;
sh:object "Income" ;

] ;
sh:targetClass impots:SalaryCertificate ;

.

Listing 2: SHACL inference rule for labelling a document
of type salary certificate

Suppose we have a knowledge graph containing data
from various documents, including some salary cer-
tificates. By executing the rule shown in listing 2, we
can infer new triples that explicitly state the type of
the salary certificate. These inferred triples are shown
in listing 3.

:documentX impots:tag "Tax" .
:documentX impots:tag "Income" .

Listing 3: Triples inferred by the inference rule shown in
listing 2

B) Customer profile rules
As multi-labelling rules, the customers’ profile rules
are defined as SHACL inference rules.
Listing 4 shows an example of such rules. Contrary
to the example previously shown (where the targeted
documents are all the RDF individuals of a defined
class), this example shows an extended targeting con-
dition expressed using the SPARQL language.
The rule defined in listing 4 states that all nodes that
satisfy the shape must have the rdf:type property equal
to impots:Employee.
Therefore, if all nodes that represent the recipients of
a salary certificate have rdf:type equal to employee,
the validation of the shape will be successful. On the
other hand, if one or more recipients of a salary cer-
tificate are not correctly represented in the RDF graph
(because rdf:type is different from employee), the val-
idation of the shape will be negative and an error will
be reported.

impots:SalaryCertificate_Employee-Shape
rdf:type sh:NodeShape ;
sh:rule [

rdf:type sh:TripleRule ;
sh:object impots:Employee ;
sh:predicate rdf:type ;
sh:subject sh:this ;

] ;
sh:target [

rdf:type sh:SPARQLTarget ;
sh:prefixes impots: rdf: ;
sh:select """

SELECT ?this
WHERE {

?sc rdf:type
impots:SalaryCertificate .

?sc impots:recipient ?this .
?this rdf:type impots:Person .

}
""" ;

] ;
.

Listing 4: SHACL direct rule inferring the employee profile
of a person from the salary certificate provided

The execution of this direct rule infers new RDF triples
of the form:

< person rdf:type impots:Employee >

where person corresponds to the specific RDF indi-
vidual; rdf:type is the property used to state that a re-
source is an instance of a class; and impots:Employee

is the inferred class to which person belongs.
C) Document delivery rules
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The rule defined within impots:EmployeeShape in list-
ing 5 aims to verify the correspondence between em-
ployees and the salary certificates they have delivered.
In particular, the shape uses a validation rule that re-
quires all nodes representing employees to have a “de-
liver” relationship with at least one node representing
a salary certificate.

impots:EmployeeShape
rdf:type sh:NodeShape ;
sh:rule [

rdf:type sh:TripleRule ;
sh:subject sh:this ;
sh:predicate impots:delivers ;
sh:object impots:SalaryCertificate;

] ;
sh:targetClass impots:Employee ;

.

Listing 5: SHACL inverse rule inferring the need for an em-
ployee profile to deliver a salary certificate

The execution of the rule defined in listing 5 infers
new triples of the form:
< employee impots:delivers impots:SalaryCertificate >

which means that every employee has to deliver a salary
certificate.
The shape of the rule PersonShape in listing 6 uses a
validation rule, expressed as a triple rule, which spec-
ifies that all nodes representing persons must have a
deliver relationship with at least one node represent-
ing an instance of health insurance. In other words,
the shape verifies whether the persons have delivered
at least one health insurance certificate.

impots:PersonShape
rdf:type sh:NodeShape ;
sh:rule [

rdf:type sh:TripleRule ;
sh:subject sh:this ;
sh:predicate impots:delivers ;
sh:object impots:HealthInsurance;

] ;
sh:targetClass impots:Person ;

.

Listing 6: SHACL inverse rule for inferring that a person
profile needs to deliver a Health Insurance

The execution of the rule defined in listing 6 infers
new triples of the form:

< person impots:delivers impots:HealthInsurance >

which in turn means that each person has to deliver a
health insurance policy document.

7. Validating and Evaluation
We first show how we validate the data against SHACL

shapes, and second how we evaluate the rules.

7.1. Validating data with SHACL Shape
To validate the RDF data against the defined SHACL

shapes, we use a SHACL validation engine such as the one
integrated into TopBraid Composer2, called the TopBraid
Validator.

We create SHACL validation test cases in TopBraid Com-
poser to ensure that the RDF data conforms to the specified
shapes. These test cases define a set of RDF data and cor-
responding SHACL shapes, as well as validation constraints
that must be applied to this data to verify its compliance with
the RDF data model specifications. The test cases allow the
correct implementation of the SHACL validation rules to be
verified and any validation errors to be detected. This en-
sures that the data is accurate, consistent and conforms to
the specifications of the RDF data model.

We wrote six graph validation test cases with regard to
3rd pillar attestation, Deposit account attestation, AVS3 pen-
sion or disability insurance attestation, LPP4 pension attesta-
tion, and Salary certificate. Each test case performs a SHACL
constraint validation on the entire graph and compares the
results with the expected validation results stored with the
test case.

The test case for “PersonShape”, in listing 7, defines two
instances of the impots:Person class: an invalid resource and
a valid resource. The former has a value for the noAVS prop-
erty that violates a constraint defined in the AVS shape. In-
deed, the AVS number must always start with “756”, and
must be followed by two groups of 4 digits, and finish with
a group of two digits. In this case, it properly starts with
“756”, but then continues with only three digits “023” in-
stead of four. The latter satisfies all the constraints defined
in the shape, as the second group is made of 4 digits and
is “0123”. We deliberately insert this error to verify that the
SHACL rules work correctly and are able to detect any prob-
lems or violations of the specified constraints.

The expected result of the validation is defined as a vali-
dation report, with information about the constraint that was
violated, the form that defines the constraint, the path to the
property that caused the violation, the value causing the vio-
lation, and the severity of the violation. The report will also
indicate that the validation did not conform.

2For Top Braid Composer, see: http://www.topquadrant.com/
products/TB_Composer.html

3The AVS or OASI number is the social insurance number uniquely as-
sociated with individuals in Switzerland https://www.bsv.admin.ch/bsv/en/
home/social-insurance/ahv/legal-bases-and-legislation/ahv-nummer.html

4Pension related fund
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Figure 9: Results of SHACL validation

Figure 10: Result of “Person Shape” test case

<http://www.cui.unige.ch/PersonShape.test>
rdf:type owl:Ontology ;
rdfs:label "Test of PersonShape" ;
owl:imports <http://datashapes.org/dash> ;
owl:imports <http://www.cui.unige.ch/impots.shapes> ;
owl:versionInfo "Created with TopBraid Composer" ;

.
impots:InvalidResource2

rdf:type impots:Person ;
impots:noAVS "756.023.4567.89" ;
impots:personSurname "Zola" ;
impots:personFirstName "Giovanna" ;

.
impots:PersonGraphValidationTestCase

rdf:type dash:GraphValidationTestCase ;
dash:expectedResult [

rdf:type sh:ValidationReport ;
sh:conforms "false"^^xsd:boolean ;
sh:result [

rdf:type sh:ValidationResult ;
sh:focusNode impots:InvalidResource2 ;
sh:resultPath impots:noAVS ;
sh:resultSeverity sh:Violation ;
sh:sourceConstraintComponent
sh:PatternConstraintComponent ;
sh:sourceShape impots:AVSShape ;
sh:value "756.023.4567.89" ;

] ;
.

impots:ValidResource
rdf:type impots:Person ;
impots:noAVS "756.0123.4567.89" ;
impots:personSurname "Zola" ;
impots:personFirstName "Giovanna" ;

.

Listing 7: Graph validation test case of “PersonShape”

The SHACL test case returned the error message for the
invalid resource AVS, as shown in figure 9. The presence of
this error message indicates that the SHACL rules are work-
ing correctly and that the invalid resource has been identified
and reported.

Figure 10 shows that the result of the “PersonShape” test
case has been successful. This means that all the data in-
stances that satisfy the “PersonShape” also satisfy the SHACL
rules specified for that shape. This is a positive result, indi-
cating that the validated data conforms to the SHACL rules
and that the applied SHACL rules work correctly on this
data.

Figure 11 shows positive results for the other five tests
cases concerning five tax documents, such as 3rd pillar at-
testation, deposit account attestation, AVS pension or dis-
ability insurance attestation, LPP pension attestation, salary
certificate.
7.2. Evaluation

After validating the data against the defined shapes, we
applied SHACL rules to the dataset to generate new infor-
mation and improve data quality. In this paragraph, we will
describe the results of applying the SHACL rules on the vali-
dated data and evaluate the effectiveness of the SHACL rules
in meeting the requirements of the application.
7.2.1. Evaluation of multi-labelling rules

As we can see in figure 12, the execution of the rules
shown in listing 2 infers two new triples that assign the two
labels “Income” and “Tax” to the document with ID “Salary
C 12.3.334”, which is of type “SalaryCertificate”.

Figure 12: Inferred triples that assign two labels to a document
of type salary certificate

7.2.2. Evaluation of users profile rules
We defined two individuals Zola Giovanna and Ladoumegue

Jules. We assume that Zola Giovanna has provided a salary
certificate. Based on the direct rule defined in listing 4, since
Zola Giovanna delivered such a certificate, the rule infers
that she is an employee. Figure 13 shows the inferred triples.
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Figure 11: Result of six shape test cases

Figure 13: The result of the execution of direct rules to a
person who has issued a salary certificate

Conversely, we defined Ladoumegue Jules as an employee.
Therefore, according to the inverse rule defined in listing 5,
the execution infers that since he is of class employee, he
must deliver a salary certificate document. According to
Listing 6, since he is also a person, he has to provide a health
insurance policy. Figure 14 shows the inferences mentioned.

Figure 14: The result of running inverse rules on a person with
an employee profile

8. Conclusion
This paper presents a semantic rule-based approach for

a semantically enriched DMS, which facilitates the manage-
ment of administrative documents, user profiling, and other
related document management activities. This approach is
capable of overcoming the limitations of traditional Docu-
ment Management Systems (DMS) that rely solely on meta-
data to organise documents. The proposed approach uses a
combination of ontology and SHACL rules to capture knowl-
edge of the domain and legal regulations, validate data, and
infer new information. The process is designed to be dy-
namic and based on data provided by users. Additionally,
the process takes into account users’ profiles and underlying
rules to enable accurate and automated document manage-
ment.

The paper demonstrates the innovative nature of the pro-
posed approach and its potential to improve the accuracy and
completeness of information managed by a DMS. The ontol-
ogy used in the process captures specific concepts of Swiss
tax returns, while the SHACL rules are used to validate and
reason about asserted RDF triples of actual data from differ-
ent tax households on the basis of actual regulations.

The limited availability of Swiss tax documents presented
a major challenge during the development of the system. As
a large dataset of tax documents is required to perform ma-

chine learning tasks and related analyses, this was an obsta-
cle to the progress of the project. This had an impact on
the quality of the information extraction module. However,
it did not interfere with the ontology or the SHACL rules,
which cover most of the various household configurations.
Nevertheless, the implementation still needs to be validated
on a large dataset of documents. Future work will consider
the dynamic nature of profiles and the integration of such a
module into a wider DMS service.

Furthermore, two additional challenges were identified
during the development of the project. The first challenge
was dealing with multilingualism, as Switzerland has four
official languages (German, French, Italian, and Romansh).
This required the project team to develop techniques for pro-
cessing and analysing tax documents in multiple languages.
The second challenge was managing the different tax laws
enacted by the cantons. Each canton has its own laws, rules,
tax documents, and procedures, so it was necessary to de-
velop a flexible system that could adapt to the specific re-
quirements of each canton.

It should be noted that while the project has a broader
scope, targeting any type of administrative document, the
work presented in this paper focuses specifically on Swiss
tax return documents written in French. The project has not
dealt with German, Italian, or English documents.

It is important to note that a business-to-business (B2B)
system for professionals integrating this solution must also
take into account privacy and confidentiality issues. These
concerns must be carefully considered and addressed to en-
sure that the system complies with relevant laws and regula-
tions regarding privacy and confidentiality.

In general, the adoption of our semantic approach could
simplify the management of administrative documents and
improve user profiling. The proposed DMS can be used in
various contexts, such as tax filing, document management
for an insurance company, or legal document management.
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A B S T R A C T
Multiple models (or instruments) for measuring Teamwork Quality (TWQ) and Teamwork Effective-
ness (TWE) for Agile Software Development (ASD) have been created. Regardless, such models have
different constructs and measures, with a limited understanding of how they are semantically related.
[Objective] Our goal is to understand how specific instruments for ASD are related, considering the
semantic relationship between them. [Method] We analyzed eight specific teamwork instruments for
ASD (ASD instruments), comparing quantitative factors to identify which such instruments use most.
Then, we compared them qualitatively from a semantic perspective, given that they are specific in-
struments in an agile context, considering the solid theories that support them. [Results] The results
showed that Team Orientation and Coordination were identified among the top three rankings, both
in the frequency of instrument questions and in the frequencies of literature-based Thematic Network
themes. We found in our semantic analysis important themes associated a many instrument factors:
Team Interaction associated with Communication factor, Acceptance of Goals associated with Coordi-
nation, etc. Qualitative concepts can be investigated considering the ASD factors from the knowledge
of the identified parts of the agile instruments. [Conclusion] The semantic analysis brings new per-
spectives for researchers and practitioners to highlight more investigation about different teamwork
aspects (new instruments themes) in ASD. We argue the need to add other ASD instruments to be
compared to solidify the results found in this study, so we advocate further studies on this topic.

© 2023 KSI Research

1. Introduction
The success of Agile Software Development (ASD) heav-

ily relies on the competencies, interactions, and skills of its
professionals [27, 31]. As software teams are the critical
source of agility in ASD [32, 10], people are a crucial re-
source [23, 32, 3], and the quality of team interactions can
significantly impact a project’s outcome. Hence, Teamwork

Quality (TWQ) is essential for agile projects’ success [15,
6, 16]. The industry is rapidly adopting ASD [29], and the
need for systematic team development [22] has compelled
researchers to focus on teamwork aspects increasingly.

A team can be defined as a social system of two or more
people which is embedded in an organization (context) whose
members perceive themselves as such and are perceived as
members by others (identity), collaborating on a common
task (teamwork) [1, 12, 11]. The main focus of TWQ re-
search is on the quality of interactions within teams rather
than team members’ (task) activities. Starting from the widespread
fundamental proposition that the success of work conducted
in teams depends (beyond the quantity and correctness of
the task activities) on how well team members collaborate
or interact.

The construct TWQ was proposed [13] as a comprehen-
sive concept of the quality of team interactions. To capture
the nature of team members working together, six facets of
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the collaborative team process integrate into the concept of 
TWQ: Communication, Coordination, Balance of Member 
Contribution, Mutual Support, Effort, and Cohesion. These 
facets capture both task-related and social interaction within 
teams. Research has shown that TWQ has a positive impact 
on team development [13], increasing the chances of suc-
ceeding with ASD. [13][20][22].

In this context, researchers have proposed instruments for 
assessing teamwork quality in the agile context, such as

(i) a Radar Plot [21] that considers five dimensions for as-
sessing TWQ: Shared Leadership, Orientation, Redundancy,
Learning, and Autonomy; (ii) a Structural Equation Model [15]
(TWQ-SEM), based on a differentiated replication from [13],
which considered that the teamwork construct is comprised
of six variables: Communication, Coordination, Balance of
Member Contribution, Mutual Support, Effort, and Cohe-
sion.

All the instruments mentioned are generic and cannot
represent specific situations in the agile context. This was
evidenced by the emergence of new instruments tailored for
Agile Software Development (ASD). For instance, the aTWQ
instrument [22] was developed based on the TWQ instru-
ment [13], while the ATEM instrument [30] was developed
based on the Big Five theory [25]. Additionally, a Bayesian
networks-based model (TWQ-BN) [8] was developed based
on the TWQ instrument [13]. Moreover, the TACT instru-
ment [9] was developed based on the TCI instrument [2], and
finally, the STEM instrument [33] was developed consider-
ing that some specific factors in Scrum.

Although the literature on TWQ has evolved, there was
no unified understanding of what factors influence teamwork
in ASD. Silva et al. [28] took a first step toward better under-
standing the relationship between agile TWQ instruments by
performing a quantitative comparison between TWQ-SEM [15]
and TWQ-BN [8]. However, the study is limited to only two
instruments and focused on a high-level analysis (i.e., fac-
tors), not explicitly considering the instruments‘ questions.

Freire et al. [7] took a step further by developing a literature-
based Thematic Network identifying the most frequent codes
and themes in agile teamwork literature. Freire et al. [7] ar-
gued that researchers and practitioners can use the thematic
network as a reference for understanding the factors and di-
mensions that comprise ASD Teamwork. With this, practi-
tioners can, for example, define mechanisms to monitor such
dimensions and use the collected data as a reference to drive
actions toward improving the team’s performance.

In our earlier research [26], we used Freire et al. [7]’s the-
matic network as a reference for analyzing three ASD team-
work instruments: ATEM, aTWQ, and TWQ-BN. However,
we only performed a syntactic (i.e., quantitative) analysis,
which brings many limitations, such as loss of information.
This study complements our past research by considering
eight ASD teamwork instruments and performing a seman-
tic (i.e., qualitative) analysis. This paper provides a more
comprehensive understanding of the interrelationships be-
tween factors and questions within the instruments, enhanc-
ing comprehension of their functioning.

Noteworthy enhancements and novel contributions in this
paper, not covered in Santos et al. [26], include the follow-
ing:
• Expanded Scope of Comparison: The quantity of com-

pared ASD instruments has been increased to eight, all of
which were identified in our systematic literature review
(SLR) work, soon to be published in the 37th Brazilian
Symposium on Software Engineering (SBES 2023).

• Enhanced ASD Instruments Factors and Freire et al. [7]
Themes Comparison: The comparison now encompasses
eight instruments, leading to more robust and dependable
results.

• Semantic Comparison: A refined approach has been adopted
for comparing instruments’ questions based on a semantic
analysis of their factors and questions.

• Investigation of Teamwork Instruments Factors Evo-
lution: The association between the chronological evolu-
tion of the instruments and the evolution of subjects asso-
ciated with the factors of these instruments has been thor-
oughly investigated, revealing discernible patterns and trends.
This paper is organized as follows: Section 2 presents

teamwork theoretical concepts and general information on
the ASD Teamwork instruments compared in this work. Sec-
tion 3 describes the research questions. Section 4 presents
the quantitative comparison. Section 5 presents the instru-
ments’ semantic comparison. Section 6 presents the Discus-
sion of the results. Section 7 covers the study’s limitations
and threats to validity. Section 8 presents the study impli-
cations. Lastly, Section 9 presents our final remarks, dis-
cussing potential future work.

2. Background
The topic of TWQ assessment has garnered considerable

attention in the ASD research community [8, 22, 9, 30, 33].
This section provides an overview of the main concepts re-
lated to this field of research relevant to our study. Sec-
tion 2.1 defines what is a “teamwork instrument” in the scope
of our research and elucidates the distinction between the
concepts of “Team effectiveness” and “Team performance.”
Secondly, Section 2.2 presents a comprehensive overview of
the eight ASD teamwork instruments objects of our study.
We identified such instruments through a Systematic Liter-
ature Review (In press). Lastly, Section 2.3 discusses the
theoretical evolution of ASD teamwork instruments.
2.1. Teamwork Models

This section defines what is “teamwork instrument” in
the scope of our research and discusses fundamental con-
cepts of teamwork models in software engineering.

Definition of a “teamwork instrument”. A teamwork
instrument is an assessment tool designed to capture and
evaluate various factors pertaining to teamwork. Typically,
it comprises questions or statements specifically crafted to
gather information and assess specific aspects of team col-
laboration, communication, coordination, and other relevant
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Table 1
Teamwork Quality Instruments used in Agile Software Development.

Instrument
Number Year Title Instrument

I1 2001
Teamwork Quality and the Success of Innovative

Projects: A Theoretical Concept and Empirical Evidence TWQ - Teamwork Quality

I2 2009
Putting Agile Teamwork to the Test – An Preliminary Instrument for Empirically

Assessing and Improving Agile Software Development Radar Plot

I3 2010
A teamwork model for understanding an agile

team: A case study of a Scrum project ASTM-Agile Scrum Teamwork Model

I4 2018
A Bayesian networks-based approach to assess and improve

the teamwork quality of agile teams TWQ-BN - Teamwork Quality - Bayesian network

I5 2020 Evaluation of Agile Team Work Quality aTWQ - Agile Teamwork Quality

I6 2020
An Instrument to Assess the Organizational Climate of Agile

Teams - A Preliminary Study TACT - Assess the Organizational Climate of Agile Teams

I7 2022
A teamwork effectiveness model for

agile software development ATEM - Agile Team Effectiveness Model

I8 2022 A Theory of Scrum Team Effectiveness STEM - Scrum Team Effectiveness Model

dimensions. Through administering such instruments, re-
searchers or practitioners can systematically measure and eval-
uate different facets of teamwork, identify potential issues
or barriers, and make informed decisions to enhance team
performance and productivity. The prevalent technique em-
ployed in constructing these instruments is Structural Equa-
tion Modelling (SEM) [24], a large sample technique where
a sample size of at least 200 is preferable [14]. For further
guidance on building a teamwork instrument, readers can re-
fer to the work of Marsicano et al. [17].

Team effectiveness x Team performance. The distinc-
tion between Team effectiveness and Team performance is
highlighted in the work of Salas et al. [25]. Team perfor-
mance is characterized as the outcome of a team’s actions,
irrespective of the approach employed to complete their task.
In the context of software development, team performance
encompasses meeting project goals, adhering to budgets and
schedules, and delivering high-quality software. On the other
hand, Team effectiveness is defined in a more comprehen-
sive manner, encompassing how the team collaborates and
interacts while accomplishing their tasks. This includes var-
ious team interactions, such as planning meetings, reviews,
retrospectives, pair programming, and the use of coordina-
tion artifacts like iteration and product backlogs. In essence,
team effectiveness considers not only the end result but also
the dynamics and cooperation displayed during the task ex-
ecution.

Team effectiveness models find frequent application in
software engineering studies. Examples of such models in-
clude the Big Five model [25], which is utilized in various
studies such as [6, 20, 30]), the Teamwork Quality model [13],
featured in studies like [15, 22], and the Input-Process-Output
(IPO) model [18], which is employed in studies like [19]. A
comprehensive overview of these three models can be found
in the work of Strode et al. [30].

In this work, we considered the TWQ instrument [13]
as a comparative base because it has been extensively refer-
enced in ASD [13, 8, 22, 15]. Also, we recognize that “team-
work quality” and “teamwork effectiveness” are closely re-
lated concepts that are commonly evaluated through measur-
able results [13, 33, 30, 22, 7]. Therefore, we refer to these
concepts as “teamwork quality” or simply “teamwork”.

2.2. Teamwork Instruments in ASD
This section summarizes the eight ASD teamwork in-

struments under study: TWQ instrument [13] (I1), Radar
Plot instrument [21] (I2), ASTM [20] instrument (I3), TWQ-
BN [8] instrument (I4), aTWQ) [22] instrument (I5), TACT [9]
instrument (I6), ATEM [30] instrument (I7), and STEM [33]
instrument (I8). Table 1 showcases a comprehensive list of
all the teamwork instruments, along with the associated ar-
ticles and their respective creation years.

TWQ - Teamwork Quality instrument (2001) [13]: Hoegl
and Gemuenden [13] presented a comprehensive concept of
collaboration in teams called Teamwork Quality (TWQ). This
construct has six facets (i.e., Communication, Coordination,
Balance of Member Contributions, Mutual Support, Effort,
and Cohesion). Based on these facets and data collected in
their study, the authors proposed a way for measuring the
TWQ where the high order factor (i.e., TWQ) is the depen-
dent variable, and the construct facets are the independent
variable.

Radar Plot instrument (2009) [21]: Moe et al. [21] pro-
posed an instrument that addresses key concerns and char-
acteristics of agile teamwork and presents them along five
dimensions: Shared Leadership, Team Orientation, Redun-
dancy, Learning, and Autonomy. The instrument outputs a
radar plot of the teamwork’s status. To assess the teamwork’s
current status, it is necessary to answer a set of questions for
each dimension and, based on these answers, assign a score
on a scale from 0 to 10 for the dimension.

ASTM - A teamwork model for understanding an ag-
ile team: A case study of a Scrum project instrument
(2010) [20]: Based on Dickinson and McIntyre’s [4] team-
work model, Moe et al. [20] focused on the interrelations be-
tween essential teamwork components. Problems with team
orientation, team leadership, and coordination, in addition to
highly specialized skills and corresponding division of work,
were important barriers to achieving team effectiveness.

TWQ-BN - Teamwork Quality Bayesian networks (2018)
[8]: According to the agile principles and values, teamwork
factors are critical to achieving success in agile projects. The
TWQ-BN has a predicting and diagnosis purpose using Bayesian
Networks. According to agile principles and values, team-
work factors are critical to achieving success in agile projects.
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However, teamwork does not automatically arise. There are 
some existing instruments with the purpose of assessing the 
teamwork quality based on Structural Equation Modeling 
(i.e., empirically derived) and Radar Plot [21]. TWQ-BN 
instrument has 17 questions.

aTWQ - Agile Team Work Quality (2020) [22]: Based 
on Hoegl and Gemuenden’s study [13] and a systematic lit-
erature review about challenges and success factors for large-
scale agile transformations performed by Paasivaara et al. [5]. 
Poth et al. [22] derived the aTWQ at the initial team-level ap-
proach covering the following six factors: communication, 
coordination, balance of contribution, mutual support, ef-
fort, and cohesion. These six quality aspects lead to team 
performance [15], legitimating economically the effort for 
measurement and further TWQ improvement. They com-
bined these aspects with those of TCI [2] and defined 19 
related questions to develop a holistic team evaluation ques-
tionnaire for aTWQ [22].

TACT - An insTrument to Assess the organizational
ClimaTe of agile teams (2020) [9]: TACT allowed for clas-
sifying the organizational climate of teams into the Commu-
nication, Collaboration, Leadership, Autonomy, Decision-
Making, and Client Involvement dimensions. Some items
were assessed negatively or neutrally, which represents points
of attention. TACT captured the lack of agile ceremonies,
the difficulty of the product owner in planning iterations, and
the distance in leadership.

ATEM - Agile teamwork effectiveness model (2022) [30]:
Teamwork is crucial in software development, particularly
in agile development teams which are cross-functional and
where team members work intensively together to develop a
cohesive software solution. Effective teamwork is not easy;
prior studies indicate challenges with communication, learn-
ing, prioritization, and leadership. Nevertheless, much ad-
vice is available for teams, from agile methods, practitioner
literature, and general studies on teamwork to a growing body
of empirical studies on teamwork in the specific context of
ASD. The ATEM [30] model is based on evidence from fo-
cus groups, case studies, and multi-vocal literature and is a
revision of a general Big Five [25] team effectiveness model.
The ATEM [30] model comprises shared leadership, team
mentoring, redundancy, adaptability, and peer feedback. Co-
ordination mechanisms are needed to facilitate these compo-
nents. Coordination mechanisms are shared mental models,
communication, and mutual trust. ATEM instrument has 31
questions.

STEM - A Theory of Scrum Team Effectiveness Model
(2022) [33]: The STEM model [33] proposes that the effec-
tiveness of Scrum teams depends on five high-level factors
- responsiveness, stakeholder concern, continuous improve-
ment, team autonomy, and management support - and thir-
teen lower-level factors. The main finding is the interplay
between stakeholder concern and responsiveness as drivers
of agile team effectiveness. In turn, this requires a high de-
gree of team autonomy, continuous improvement, and sup-
port from management.

2.3. Theoretical Evolution of Teamwork
Instruments in ASD

Since the emergence of the TWQ instrument [13] in 2001,
several other instruments have emerged in the literature. In
this context, researchers have proposed instruments for as-
sessing TWQ in the agile context, such as (i) a Radar Plot [21]
that considers five dimensions for assessing TWQ (Shared
Leadership, Orientation, Redundancy, Learning, and Auton-
omy); (ii) Moe et al. [20] used ASTM [20] that considers
seven factors: Team orientation, Team leadership, Monitor-
ing, Feedback, Backup, Coordination, and, Communication,
(iii) a Structural Equation Model [15] (TWQ-SEM), based
on a differentiated replication from Hoegl et al. [13], which
considered that the teamwork construct is comprised of six
variables: Communication, Coordination, Balance of Mem-
ber Contribution, Mutual Support, Effort, and Cohesion. All
the instruments mentioned are generic and cannot represent
specific situations in the agile context because the instrument
questions are not focused on agile terms.

Since 2018, specific instruments for ASD have emerged:
a Bayesian networks-based model (TWQ-BN) [8] was de-
veloped based on the TWQ [13] instrument. The aTWQ in-
strument [22] was developed based on the TWQ [13] instru-
ment. The ATEM instrument [30] was developed based on
the Big Five theory [25]. The TACT instrument [9] was de-
veloped based on the TCI instrument [2]. The ATEM instru-
ment [30] was developed to measure team effectiveness in
the agile context. The STEM instrument [33] was developed
considering some specific factors in Scrum. All the men-
tioned instruments have something in common: they have
instrument questions directly associated with agile context
situations. In this work, we named these instruments Spe-
cific Agile Teamwork Instruments because they are specific
for ASD.

Based on this observation, we propose the classification
of agile teamwork instruments into two groups: Generic team-
work instruments and Agile-based teamwork instruments.
The generic ones were developed until 2018: TWQ, Radar
Plot, and ASTM. The Agile-based ones were developed in
2018: TWQ-BN, aTWQ, TACT, ATEM, and STEM.

We found that, generally, the instruments are built and
supported by a general theory in literature. Observing this,
we created a Level 1 in this architecture (Figure 1). As ex-
amples, we can cite the theories in Teamwork Literature:
the Teamwork Quality Theory [13], the Team Climate The-
ory [2], the Big Five Theory [25] and The Group Develop-
ment Theory [34]. In Level 2, the theories are combined
with empirical research to build the instruments, as examples
we have: the TWQ instrument [13], the TCI instrument [2],
the GDQ instrument [34], the ATEM instrument [30], and
the STEM instrument [33]. In Level 3, the theories and in-
struments are combined to build new specific ones. In the
case of our study, for ASD, as examples we have: the TWQ-
BN instrument [8], built taking as reference the TWQ in-
strument [13], the aTWQ instrument [22] taking as refer-
ence the instruments TWQ [13], TCI [2], and GDQ [34].
The TACT instrument [9] takes as reference the TCI instru-
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Figure 1: Evolution of Teamwork Instruments in ASD

ment [2]. Figure 1 illustrates the evolution of ASD Team-
work Instruments in ASD. In Level 4, we propose to inves-
tigate a unified theory and a unified taxonomy considering
that we found seven ASD instruments measuring the same:
the teamwork quality. Figure 1 depicts the Evolution of Ag-
ile Teamwork Instruments in ASD.

3. Study Configuration
This study presents a comprehensive study that aims to

examine, compare, and synthesize eight specific instruments
utilized for measuring Teamwork Quality (TWQ) in Agile
Software Development (ASD). In what follows, we provide
some details regarding research questions (Section 3.1). Then,
we point out the research activities configuration (Section
3.2).
3.1. Research questions

We aimed to perform a quantitative and qualitative com-
parison between Teamwork Quality instruments in ASD, iden-
tifying trends in this comparison by focusing on the follow-
ing research questions (RQs):

• RQ1. What is the quantitative relationship between
Agile Teamwork instruments (factors and questions)
and literature-based Agile Teamwork factors (themes)?

– RQ1.1 What are the factors used in teamwork
instruments in ASD?

– RQ1.2 What are the most frequent factor names
used in Teamwork instruments in ASD?

– RQ1.3 How are the frequencies of the instru-
ments related to the work of Freire et al. [7]?

• RQ2. How can the Agile Teamwork instruments (fac-
tors and questions) be semantically compared in ASD?

– RQ2.1 What are the semantic relationships be-
tween the teamwork instrument factors in ASD?

– RQ2.2 What are the relationships between the
evolution of teamwork instruments in ASD and
the evolution of teamwork instrument factors’ names
and questions?

RQ1: The quantitative relationship between Agile Team-
work instruments and literature-based Agile Teamwork fac-
tors is a crucial aspect to explore in this study. Understand-
ing how the factors and questions used in specific teamwork
instruments align with established literature-based themes
can shed light on the reliability and validity of these instru-
ments. By answering RQ1.1, we can identify the factors
commonly employed in teamwork instruments in Agile Soft-
ware Development (ASD). This knowledge is essential as it
provides a foundation for subsequent comparisons and al-
lows researchers to focus on key aspects of teamwork assess-
ment. RQ1.2 aims to pinpoint the most frequently utilized
factor names in ASD instruments, which is valuable for un-
derstanding the prevalent themes and language employed by
researchers in this field. Additionally, RQ1.3 investigates
how the frequencies of instrument usage relate to the work
of Freire et al. [7], a literature-based study. This compar-
ison serves as an important validation step, enhancing the
trustworthiness of the instruments’ application in real-world
contexts.

RQ2: The semantic comparison of Agile Teamwork in-
struments in ASD constitutes a fundamental aspect of this
research. Semantic alignment between instrument factors
and questions provides insights into the conceptual coher-
ence and consistency of the instruments. RQ2.1 delves into
the semantic relationships among teamwork instrument fac-
tors, revealing whether different instruments share common
themes and concepts. This information helps researchers
and practitioners in selecting the most appropriate instru-
ments for specific assessment needs. Furthermore, RQ2.2
explores the connection between the evolution of teamwork
instruments in ASD and the evolution of teamwork instru-
ment factors’ names and questions. This investigation of-
fers valuable insights into how the instruments have evolved
over time, potentially reflecting the changing nature of team-
work in the agile context. Understanding these relationships
can inform future instrument development and enhance their
relevance and effectiveness. By addressing RQ2, the study
contributes to a deeper understanding of the nuances and in-
tricacies of teamwork assessment, enabling researchers and
practitioners to make informed decisions in their Agile Soft-
ware Development projects.
3.2. Research Design

This study adopts a mixed-methods research design that
combines both quantitative and qualitative approaches to achieve
the research goals effectively. This dual approach enables a
comprehensive exploration of the semantic relationships be-
tween specific TWQ instruments for ASD. By integrating
quantitative and qualitative analyses, the study aims to pro-
vide a richer and more nuanced understanding of how these
instruments are related and aligned within the agile context.
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3.2.1. Data Collection
To ensure a comprehensive analysis, eight specific team-

work instruments tailored for ASD are selected (Table 1). 
The instruments are chosen based on their relevance and 
suitability to the agile context, considering their past usage 
and availability in the existing research literature. This rig-
orous selection process ensures that the chosen instruments 
represent the range of teamwork assessment tools applicable 
to ASD.

The next step involves data extraction from each selected 
teamwork instrument. Relevant data pertaining to the factors 
and questions used within each instrument is systematically 
gathered and organized for subsequent analysis. Addition-
ally, literature-based Thematic Network themes identified by 
Freire et al. [7] are compiled to serve as a basis for compar-
ison in the study. This addition enhances the study’s depth 
by comparing instrument factors with established thematic 
themes.
3.2.2. Quantitative Analysis

In the quantitative phase, the factors present in each of 
the eight ASD instruments are mapped and systematically 
compared. This step aims to identify and highlight the most 
frequently utilized factors across the selected instruments. 
The quantitative analysis provides insights into the preva-
lence and significance o f s pecific fa ctors wi thin th e agile 
context.

The quantitative assessment delves further into examin-
ing instrument questions associated with each identified fac-
tor. Through frequency analysis, the study determines the 
prominence and prevalence of individual instrument ques-
tions for each factor. This in-depth examination helps as-
certain the relative importance and weightage of different 
questions within the instruments.

Building on the literature-based Thematic Network themes 
identified by Freire et al. [ 7], the study compares with the 
factors extracted from the selected teamwork instruments. 
By aligning the identified factors with established thematic 
themes, the study seeks to identify potential overlaps, sim-
ilarities, and divergences, providing a holistic view of the 
thematic representation within the instruments.
3.2.3. Qualitative Analysis

The qualitative phase adopts a semantic perspective to 
delve deeper into the context-specific characteristics of the 
analyzed teamwork instruments. This approach enables the 
identification of nuanced relationships and alignment among 
the instruments, considering their specificity within the ag-
ile context. The analysis also considers the theoretical un-
derpinnings that support these instruments offering valuable 
insights into their semantic coherence and theoretical basis. 

The qualitative analysis goes beyond descriptive explo-
ration to identify emerging trends and patterns within the 
data. Drawing from the knowledge derived from the iden-
tified segments of agile i nstruments, the study investigates 
qualitative concepts that help uncover underlying themes and 
tendencies. This in-depth analysis supports the understand-

ing of the semantic connections among the instruments and
the contextual significance of specific factors.
3.2.4. Data Interpretation

The final phase of the study involves the interpretation
of results obtained from both the quantitative and qualita-
tive analyses. By collectively integrating the findings, the
study gains a comprehensive understanding of the seman-
tic relationships between the teamwork instruments in the
context of Agile Software Development. This data interpre-
tation stage provides valuable insights for researchers and
practitioners, facilitating a coherent presentation of the find-
ings in a manner that enhances their usability and applica-
bility.

4. ASD instruments’ factors (RQ1)
This section presents the factors we identified by analyz-

ing the ASD instruments. It describes the computed frequen-
cies of similar factors and discusses the results of a compar-
ative analysis between the frequencies of ASD instrument
factors and the teamwork thematic themes from the work of
Freire et al. [7].
4.1. Factors of each ASD Instrument (RQ1.1)

This section provides a comprehensive description of the
instrument factors identified in this study. Table 2 displays
the relevant information, including the instrument name in
the first column, the corresponding factor name in the sec-
ond column, the symbol “#” denoting the number of ques-
tions associated with each factor in the third column, and the
“Tot.” representing the total number of questions for each
instrument in the fourth column.

The TWQ instrument has six factors: Communication,
Coordination, Balance of Member Contributions, Mutual Sup-
port, Effort, and Cohesion. The Radar Plot instrument has
five factors: Shared Leadership, Team Orientation, Redun-
dancy, Learning, and Autonomy. The ASTM instrument
has seven factors: Team orientation, Team leadership, Mon-
itoring, Feedback, Backup, Coordination, and Communica-
tion. The TWQ-BN has 17 factors: Teamwork, Team Au-
tonomy, Cohesion, Collaboration, Self-Organizing, Coordi-
nation, Team Orientation, Communication, Daily Meetings,
Team Distribution, Means of Communication, Monitoring,
All Members Present, Personal Attributes, Expertise, Shared
Leadership, and Team Learning. The aTWQ instrument has
five factors: Participative safety, Support for Innovation, Vi-
sion, Task orientation, and Coordination. The TACT instru-
ment has six factors: Communication, Collaboration, Lead-
ership, Autonomy, Decision Making, and Client Involvement.
The ATEM instrument has eight factors: Shared Mental Mod-
els, Mutual trust, Communication, Shared leadership, Peer
feedback, Redundancy, Adaptability, and Team orientation.
The STEM instrument has five factors and fourteen sub-
factors: Responsiveness (Refinement, Release Frequency),
Stakeholder Concern (Stakeholder Collaboration, Shared Goals,
Sprint Review Quality, Value Focus), Continuous Improve-
ment (Shared Learning, Learning Environment, Psychologi-
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Table 2
Teamwork Instrument Factors.

Instrum. Factor # Tot.

TWQ

Communication 10
Coordination 4
Bal.of Member Contribut. 3 34
Mutual Support 3
Effort 4
Cohesion 10

Radar Plot

Shared Leadership 4
Team Orientation 4
Redundancy 5 19
Learning 3
Autonomy 3

ASTM

Team Orientation 2
Team Leadership 2
Monitoring 2
Feedback 2 14
Backup 2
Coordination 2
Communication 2

TWQ-BN 17 factors 17 17

aTWQ

Participative Safety 7
Support for Innovation 5
Vision 4 21
Task Orientation 4
Coordination 1

TACT

Communication 9
Collaboration 7
Leadership 9 49
Autonomy 9
Decision Making 8
Client Involvement 7

ATEM

Shared Mental Models 6
Mutual Trust 3
Communication 3
Shared Leadership 8 31
Peer Feedback 2
Redundancy 3
Adaptability 3
Team Orientation 3

STEM

Responsiveness 5
Stakeholder Concern 10
Continuous Improvement 15 37
Team Autonomy 5
Management Support 2

cal Safety, Quality, Sprint Retrospective Quality), Team Au-
tonomy (Cross-Functionality, Self-Management), and Man-
agement Support (Management Support).
4.2. Frequency of similar factors in teamwork

instruments (RQ1.2)
This section presents and analyzes the frequency of matches

among the teamwork instruments. In the first step, we cross-
referenced factors with identical names. For instance, Table
2 shows that both the Radar Plot instrument and the ASTM
instrument have a factor named “Team Orientation.” We
calculated the frequency of matches for all instrument fac-
tors and presented this information in Table 3. In Column

#F1 of Table 3, we listed the number of factors with the
exact same name in each instrument. For example, in the
“Team Autonomy” factor, a value of 1 in the TWQ-BN in-
strument indicates that it also has a factor named “Team Au-
tonomy.” On the other hand, Column #F2 represents cases
where the factor names do not match exactly but convey the
same meaning. For instance, the TACT instrument does not
have an exact match for the “Team Autonomy” factor, but
it does have a similar concept named “Autonomy.” We ac-
counted for this match in Column #F2. Finally, we combined
the values from Column #F1 and Column #F2 into a Total
column to determine that there were a total of 4 matches for
the “Team Autonomy” factor.

As seen in Table 3, the “Communication” factor has 5
matches; the “Coordination”, “Team Orientation”, “Team
Autonomy”, and “Learning” factors have 4 matches; the “Col-
laboration”, “Shared Leadership”, and “Mutual Support” fac-
tors have 3 matches; the “Leadership” and “Redundancy”
factors have 2 matches, and “Stakeholder Concern”, “Con-
tinuous Improvement”, “Team Autonomy”, “Feedback”, “Peer
Feedback”, and “Responsiveness” factors have only one match.

The factor that ranks highest with the most matches is
“Communication.” It secures the top position in the rank-
ing and is present in five instruments: TWQ, ASTM, TWQ-
BN, TACT, and ATEM, all of which include “Communica-
tion” within their variables. Following closely in the rank-
ing is the “Coordination” factor with four matches. The in-
struments TWQ, ASTM, TWQ-BN, and aTWQ all feature
a specific factor named “Coordination.” As for the “Col-
laboration” factor, TWQ-BN, TACT, and STEM show vary-
ing degrees of matching. Specifically, TWQ-BN has one
exact match, while TACT and STEM also exhibit matches.
When it comes to the factors of “Shared Leadership”, “Re-
dundancy”, “Feedback”, and “Stakeholder Concern”, STEM
and ATEM present more matches than the other instruments.

When considering the frequency of occurrence among
the instruments, it is worth noting that the STEM instrument
stands out with the highest number of specific factors, in-
cluding Team Autonomy, Continuous Improvement, Stake-
holder Concern, and Responsiveness. On the other hand, the
ATEM instrument features a unique factor, Peer Feedback.
A comprehensive overview in Table 3 highlights the fact that
only the ATEM and STEM instruments possess such dis-
tinctive factors. This observation suggests a trend towards
employing more concrete factors aligned with agile-specific
terminology. In contrast, the TWQ, ASTM, and TACT in-
struments exhibit a higher frequency of general factors, re-
flecting a prevalence of more generalized aspects.

We found instruments with different factor names but
with the same meaning. In “Team Autonomy” factor, there
is a “Autonomy” factor in the TACT instrument, a “Team
Autonomy Cross-Functionality” and “Team Autonomy Self-
Management” in the STEM instrument. All these questions
are related to the “Team autonomy” concept but with dif-
ferent granularity. The STEM instrument has subfactors:
Cross-Functionality and Self-Management for the “Team Au-
tonomy” factor. In the “Learning” factor, the Radar-Plot in-
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strument has a “Learning” factor. The TWQ-BN instrument 
has a “Team Learning” factor. The STEM instrument has the 
factors: “Continuous Improvement-Shared Learning” and 
“Continuous Improvement- Learning Environment”. Note 
that in STEM instrument has specialized subfactors: “Shared 
Learning” and “Learning Environment”, both related to “Con-
tinuous Improvement”. In the “Collaboration” factor, the 
TWQ-BN and TACT instruments have the “Collaboration” 
factor. In STEM instruments, there is a “Stakeholder Concern-
Stakeholder Collaboration” directly associated with Stake-
holder Collaboration. In TWQ-BN and TACT instruments, 
“Collaboration” is associated with team collaboration. In the 
“Mutual Support” factor, The TWQ and ATEM instruments 
have the “Mutual Support” factor, both associated with team 
collaboration. In the STEM instrument, there is a factor 
named “Management Support” associated with the support 
from people in management positions.
4.3. Comparing ASD Instruments Frequencies

with Freire et al. [7] teamwork thematic
network (RQ1.3)

Freire et al. [7] presented a literature-based Thematic
Network identifying themes and codes shown in Table 4. For
example, the theme “Coordination” is related to the codes
“Coordination”, “Performance Monitoring”, “Task Novelty”
and “Familiarity”. Table 4 shows that the most frequent
theme in the agile teamwork literature is “Team Orienta-
tion” with 22 matches, followed by “Coordination” with 16
matches. The third most frequent is “Expertise” with 15
matches, and so on. By comparing the results shown in Ta-
ble 4 and Table 3, we identified an important trend: “Team
Orientation” and “Coordination” are in the top 3 ranking in
both, Freire et al.’s work and our work, indicating that they
are key factors for agile teamwork quality.

5. Semantic Comparison between ASD
Instruments (RQ2)
This section discusses the results of the semantic com-

parison between the instruments (Section 5.1) and investi-
gates the relationship between the evolution of teamwork
instruments in ASD and the evolution of teamwork instru-
ments factors names and questions (Section 5.2).
5.1. Semantic relationship between teamwork

instruments factors in ASD (RQ2.1)
As previously discussed, Table 3 shows the frequency in

which we identified each of Freire et al.’s factors in the agile
teamwork instruments under study. For example, we identi-
fied the factor “Communication” in five instruments: TWQ,
ASTM, TWQ-BN, TACT, and ATEM. This result indicates
that such instruments are similar in terms of containing ques-
tions related to such a factor. To address RQ2.1, we went
beyond and performed qualitative analysis on the questions
of each instrument that were mapped to such a factor to con-
sider semantic aspects and have a more in-depth comparison
between the instruments under study.

Table 3
Frequency in each Instruments Factors.

Instrum. Factor Instrum. #F1 #F2 Tot.

Communication

TWQ 1 0
ASTM 1 0
TWQ-BN 1 0 5
TACT 1 0
ATEM 1 0

Coordination

TWQ 1 0
ASTM 1 0
TWQ-BN 1 0 4
aTWQ 1 0
ATEM 0 0

Team
Orientation

Radar Plot 1 0
ASTM 1 0 4
TWQ-BN 1 0
ATEM 1 0

Team Autonomy
TWQ-BN 1 0
TACT 0 1 4
STEM 2 0

Learning
Radar Plot 1 0
TWQ-BN 0 1 4
STEM 0 2

Collaboration
TWQ-BN 1 0
TACT 1 0 3
STEM 0 1

Shared Leadership
Radar-Plot 1 0
TWQ-BN 1 0 3
ATEM 1 0

Mutual Support
TWQ 1 0
ATEM 1 0 3
STEM 0 1

Leadership TACT 1 0 2
ASTM 1 0

Redundancy Radar Plot 1 0 2
ATEM 1 0

Stakeholder
Concern

STEM 1 0 1

Continuous
Improvement

STEM 1 0 1

Feedback ASTM 1 0 1
Peer Feedback ATEM 1 0 1
Responsiveness STEM 1 0 1

5.1.1. Communication
For the “Communication” factor, we compared TWQ,

ASTM, TWQ-BN, TACT, and ATEM. Ten questions from
Instrument 1 (TWQ) focus on team communication (Ques-
tions 1, 2, 3, 4, 5, 6, 7, 8, 9, 10), while Question 13 from
Instrument 3 (ASTM) is related to verifying information be-
fore making a report. Effective communication and infor-
mation exchange are also implicit in the questions from In-
strument 6 (TACT) and Instrument 4 (TWQ-BN), as they
inquire about freely talking, updating lists, listening to opin-
ions, and knowing team members’ skills. By analyzing these
questions, we identified the following themes:

Openness and Transparency: Three Questions from In-
strument 1 (TWQ) address the openness of communication
(Questions 5, 6, 7), and Instrument 6 (TACT) emphasizes
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Table 4
ASD Theme frequencies in Freire et al. work

ASD Theme ASD Code # Tot.

Team
Orientation

Orientation 7
Value Diversity 1
Goals 2
Roles 2 22
Holistic Team Involvement 1
Experience in the Organi. 1
Trust 5
Motivation 1
Norms 2

Coordination

Coordination 5
Performance Monitoring 9 16
Task Novelty 1
Familiarity 1

Expertise

Tools knowledge 2
Collective Knowledge 4
Adequate Skills 1
Redundancy 7 15
Experience with Work 1

Management
Mechanisms

Management 4
Planning 1
Discussion 1
Implementation 1 10
Evaluation 1
Information Radiators 1
Decision Making 1

Shared
Leadership

Shared Leadership 8 9
Formal Leadership 1

Communication Communication 9 9

Organization
Culture

Culture 4
Structure 1 8
Team Size 2
Organization Support 1

Collaboration Interdependence 1 8
Collaboration 7

Learning Learning 8 8

Members
Personality

Individual Differences 1
Heterogeneity 1 5
Personality 3

Team Autonomy Autonomy 4 5
Task Control 1

Feedback
Awareness 1
Acceptance 1 5
Feedback 3

Cohesion Cohesion 3 3

openness in freely talking about difficulties (Question 1).
Team Interaction and Understanding: Question 6 from

Instrument 1 (TWQ) and Question 6 from Instrument 6 (TACT)
both relate to understanding team members’ skills and exper-
tise and using them appropriately.

Project Progress and Information: Questions from In-
strument 7 (ATEM) focus on project progress and informa-
tion visualization (Questions 10, 11, 12), while Instrument 6
(TACT) has a question related to knowing project problems
and team difficulties through daily meetings (Question 7).

Information Accuracy and Precision: Question 9 from

Instrument 1 (TWQ) and Question 9 from Instrument 6 (TACT)
inquire about the precision and scope of information received.
5.1.2. Coordination

For the “Coordination” factor, we compared questions
from the following instruments: TWQ, ASTM, TWQ-BN,
aTWQ, and ATEM. Next, we present our results grouped by
the main themes identified while analyzing the questions.

Task Coordination: Questions from Instrument 1 (TWQ)
and Instrument 5 (aTWQ) both focus on task coordination
and harmonization: Question 11 from TWQ: “The work done
on subtasks within the project was closely harmonized". Ques-
tion 21 from aTWQ: “Is there a common understanding when
working on parallel subtasks and agreement on common work
breakdown structures, schedules, budgets, and deliverables?”.

Clarity and Acceptance of Goals: Instrument 1 (TWQ)
and Instrument 3 (ASTM) include questions related to goal
clarity and acceptance: Question 12 from TWQ: “There were
clear and fully comprehended goals for subtasks within our
team”. Question 11 from ASTM: “Passing performance-
relevant data to other members efficiently". Question 12
from ASTM: “Facilitating the performance of other mem-
bers’ jobs".

Synchronization and Integration of Tasks: Instrument 4
(TWQ-BN) has a question that relates to the synchronous
and integrated execution of tasks: Question 6 from TWQ-
BN: “The team executes its tasks in a synchronous and inte-
grated manner".

Conflict and Diverging Interests: Instrument 1 (TWQ)
includes a question about conflicting interests regarding sub-
tasks/subgoals: Question 14 from TWQ: “There were con-
flicting interests in our team regarding subtasks/subgoals".
These are some of the semantic similarities between the ques-
tions from the different instruments. The themes of task
coordination, goal clarity and acceptance, task synchroniza-
tion, and conflict are present in the questions.
5.1.3. Team Orientation

For the “Team Orientation” factor, we compared Radar-
Plot, ASTM, TWQ-BN, and ATEM. By analyzing these in-
struments questions, we identified the following themes:

Valuing and Considering Alternative Suggestions: Ques-
tions from Instrument 2 (Radar Plot - Team Orientation) and
Instrument 7 (ATEM-TC-Team Orientation) focus on how
the team values and considers alternative suggestions: Ques-
tion 5 from Radar Plot: How does the team take into ac-
count alternative suggestions in team discussions? Question
6 from Radar Plot: How does the team value alternative sug-
gestions? Question 29 from ATEM: “Taking into account
alternative solutions provided by teammates and appraising
that input to determine what is most correct".

Participation and Commitment to Team Goals: Instru-
ment 3 (ASTM - Team Orientation) and Instrument 7 (ATEM-
TC-Team Orientation) include questions related to team mem-
ber participation and commitment to team goals: Question 1
from ASTM: assigning a high priority to team goals. Ques-
tion 2 from ASTM: Participate willingly in all relevant as-
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pects of the team. Question 30 from ATEM-TC: Increased
task involvement, information sharing, strategizing, and par-
ticipatory goal setting.

Trust and Collaboration: Question 7 from Instrument 4 
(TWQ-BN - Team Orientation) and Question 31 from In-
strument 7 (ATEM-TC-Team Orientation) touch on trust and
collaboration within the team. Question 7 from TWQ-BN:
The team members trust each other and feel motivated to
work together to achieve the team’s goals. Question 31 from
ATEM-TC: The team sticks together and remains united.

Task and Individual Relations: Instrument 2 (Radar Plot
- Team Orientation) includes questions that inquire about the
relationship between team members and their tasks. Ques-
tion 7 from Radar Plot: How do team members relate to the
tasks of individuals? Question 8 from Radar Plot: What
kind of ownership do the team members have to the project?
These are some of the semantic similarities between the ques-
tions from the different instruments. The themes of valu-
ing alternative suggestions, participation in team goals, trust,
collaboration, and task relations are present in the questions.
5.1.4. Team Autonomy

For the “Team Autonomy” factor, we compared TWQ-
BN, TACT, and STEM and identified the following themes:

Autonomy in Decision Making and Planning: Questions
from Instrument 6 (TACT - Autonomy) and Instrument 8
(STEM - Team Autonomy) both focus on autonomy in decision-
making and planning: Question 28 from TACT: In the cur-
rent project, I can choose the tasks I want to execute in the
iteration. Question 34 from TACT: My team has the decision
authority and responsibility to plan the iteration. Question
36 from STEM: Most people in this team have the ability to
solve the problems that come up in their work. Question 38
from STEM: This team has control over the scheduling of
teamwork.

Autonomy in Technical Solutions: Instrument 6 (TACT
- Autonomy) and Instrument 4 (TWQ-BN - Team Auton-
omy) have questions related to autonomy in technical solu-
tions: Question 30 from TACT: In this organization, we can
suggest changing the team’s software process development.
Question 33 from TACT: My team can communicate with
the product owner and other relevant stakeholders. Question
2 from TWQ-BN: No external agent is interfering with how
the team executes its tasks. The external agent collaborates
with them to define what will be.

Protection of Team Autonomy: Instrument 6 (TACT -
Autonomy) includes a question about the team facilitator
protecting the team’s autonomy from external interferences:
Question 29 from TACT: “In the current project, the team
facilitator protects the team autonomy from external interfer-
ences". These are some of the semantic similarities between
the questions from the different instruments. The themes
of autonomy in decision-making, planning, technical solu-
tions, communication, and protection of team autonomy are
present in the questions but keep in mind that this analysis is
based on the questions provided, and there may be other con-
nections and interpretations depending on the specific usage

and context of these instruments.
5.1.5. Learning

For the “Learning” factor, we compared Radar-Plot, TWQ-
BN, and STEM and identified the following themes:

Learning and Improvement in Software Development: Ques-
tions from Instrument 2 (Radar Plot - Learning) directly re-
late to learning and improvement in software development:
[14] from Radar Plot: What are the arenas where you give
feedback on each other’s work? [15] from Radar Plot: “How
are software development problems identified, and do you
improve the development method?” [16] from Radar Plot:
Do you keep what works well in your development process?
[17] from Radar Plot: “How are artifacts in the development
process (burndown chart, backlog, daily meetings, sprint re-
views, and retrospectives) used to learn?”

Team Learning and Adaptation: Instrument 4 (TWQ-
BN - Team Learning) has a question related to team learning
and adaptation: [17] from TWQ-BN: The team adapts itself
to changes in the team environment and adjusts the strategies
as needed.

Shared Learning and Collaboration: Instrument 8 (STEM
- Continuous Improvement - Shared Learning) includes ques-
tions related to shared learning and collaboration with other
teams: [21] from STEM (Continuous Improvement - Shared
Learning): This team frequently works with other groups or
teams to solve shared problems; [22] from STEM (Contin-
uous Improvement - Shared Learning): Teams in this orga-
nization share what they learn with other teams; [23] from
STEM (Continuous Improvement - Shared Learning): Mem-
bers of this team frequently meet with other teams to identify
improvements.

Learning Environment and Support for Learning: In-
strument 8 (STEM - Continuous Improvement - Learning
Environment) also has questions related to the learning envi-
ronment and support for learning: [24] from STEM (Contin-
uous Improvement - Learning Environment): In and around
this team, people are given time to support learning; [25]
from STEM (Continuous Improvement - Learning Environ-
ment): In and around this team, people are rewarded for
learning.

The Radar Plot questions focus on aspects of software
development processes and feedback mechanisms, while the
STEM questions explore how teams collaborate, share knowl-
edge, and support learning. The TWQ-BN question touches
on the team’s adaptability and strategy adjustments in re-
sponse to changes in the team environment.
5.1.6. Collaboration

For the “Collaboration” factor, we compared TWQ-BN,
TACT, and STEM. Question 4 (TWQ) and Questions 10,
11, 12, 13, 14, 15, and 16 (TACT) all revolve around team-
work, collaboration, and how team members work together
to achieve common goals. As a result of analyzing such
questions, we identified the following themes:

Project Development: Question 4 (TWQ) talks about
success on project development, and some questions from
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TACT (e.g., Questions 14, 15, 16) mention specific aspects 
related to projects, such as project-related decisions, prob-
lem analysis, and software design.

Team Support: Questions 4 (TWQ) and Questions 11, 
12, and 13 (TACT) highlight the aspect of team members
helping each other and providing support whenever needed.

Knowledge Sharing: Question 10 (TACT) indicates team 
members’ consideration of sharing know-how with each other, 
which might be related to the collaboration and success men-
tioned in Question 4 (TWQ).

Semantic Similarities for Collaboration: The questions
from TACT (10, 11, 12, 13, 14, 15, and 16) are all related
to different aspects of team collaboration. They cover topics
like knowledge sharing, mutual support, efficient teamwork,
consistent decision-making, problem analysis, and software
design based on user stories. These factors indicate a strong
emphasis on collaboration and teamwork within the team.

Semantic Similarities for Stakeholder Concern - Stake-
holder Collaboration: The questions from STEM (11, 12,
and 13) all revolve around the team’s interactions with stake-
holders, users, and customers. They suggest a high level of
engagement and collaboration between the team and exter-
nal parties. These factors indicate that the team is attentive
to stakeholder needs and actively seeks their input and col-
laboration.

Overall, the semantic similarities between the questions
can be summarized as follows: TWQ-BN and TACT instru-
ments focus on collaboration within the team. TWQ-BN
specifically mentions “a high degree of collaboration”, while
TACT addresses various collaboration aspects like knowl-
edge sharing, support, efficient teamwork, and decision-making.
The STEM instrument, on the other hand, emphasizes stake-
holder concern and collaboration. It highlights the team’s in-
teractions with stakeholders, customers, and users, indicat-
ing a strong focus on understanding and meeting their needs.
In conclusion, the instruments TWQ-BN, TACT, and STEM
all share the theme of collaboration, but they approach it
from different angles. TWQ-BN emphasizes collaboration
within the team, while TACT covers various aspects of team
collaboration. STEM, on the other hand, emphasizes stake-
holder concern and the team’s collaboration with external
parties.
5.1.7. Shared Leadership

For the “Shared Leadership” factor, we compared Radar-
Plot, TWQ-BN, and ATEM. After analyzing these instru-
ments’ questions, we identified the following themes:

Decision-Making and Empowerment: Questions from In-
strument 1 (Radar Plot - Shared Leadership) and Instrument
2 (ASTM - Team Leadership) focus on decision-making and
empowerment within the team: Question 1 from Radar Plot:
Is everyone involved in the decision-making process? Ques-
tion 2 from Radar Plot: ”Do team members make important
decisions without consulting other team members?” Ques-
tion 3 from ASTM: explaining to other team members ex-
actly what is needed from them during an assignment. Ques-
tion 4 from ASTM: listening to the concerns of other team

members. Shared Decision Authority and Leadership: In-
strument 3 (TWQ-BN - Shared Leadership) has a question
related to shared decision authority and leadership: Ques-
tion 16 from TWQ-BN: The decision authority and leader-
ship are shared.

Team Facilitation: Instrument 4 (TACT - Leadership)
focuses on team facilitation and the role of a team facilitator:
Questions 17 to 25 from TACT include various aspects of
team facilitation, such as providing helpful feedback, elim-
inating barriers, listening to team ideas and concerns, dis-
cussing team problems, protecting the team from outside
interference, helping the team acknowledge and solve dis-
agreements, and assisting in understanding iteration objec-
tives.

Agile Team Practices: Instrument 5 (ATEM-TC-Shared
Leadership) is centered around agile team practices and ser-
vant leadership: Questions 13 to 20 from ATEM-TC focus
on various aspects of agile team practices, such as team problem-
solving, determining performance expectations, and interac-
tion patterns, synchronizing and combining individual con-
tributions using agile practices and automated tools, seek-
ing and evaluating information affecting team functioning,
determining team member roles based on agile values and
methodologies, determining the frequency and type of prepara-
tory meetings and feedback sessions, and the role of a ser-
vant leader in facilitating a boundary-spanning function. These
are some of the semantic similarities between the questions
from the different instruments. The themes of decision-making,
empowerment, shared leadership, team facilitation, and ag-
ile practices are present in the questions.
5.1.8. Mutual Support

For the “Mutual Support” factor, we compared TWQ,
ATEM, and STEM. We identified the following questions re-
lated to this factor: [18] TWQ: “The team members helped
and supported each other as best they could.”; [19] TWQ: “If
conflicts came up, they were easily and quickly resolved.”;
[20] TWQ: “Discussions and controversies were conducted
constructively.”; [7] ATEM-TCM: “Mutual trust - Informa-
tion sharing.”; [8] ATEM-TCM: “Mutual trust - Willingness
to admit mistakes and accept feedback.”; [9] ATEM-TCM:
“Mutual trust - Supportive team social climate.”

Mutual support and Trust: Questions [18], [19], and [20]
from TWQ and Questions [7], [8], and [9] from ATEM, all
address different aspects of mutual support and trust within
the team. TWQ focuses on supporting each other, resolving
conflicts, and constructive discussions, while ATEM high-
lights mutual trust through information sharing, feedback ac-
ceptance, and a supportive social climate.

Management support: STEM contains questions related
to management support: [41] STEM: “People in a manage-
ment position generally understand why this team works with
Scrum.”; [42] STEM: “People in a management position help
this team work with Scrum.”. Questions [41] and [42] from
STEM, both pertain to management support in the context of
the team working with Scrum. They suggest that people in a
management position know the team’s utilization of Scrum
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and provide assistance in this regard.
Overall, TWQ (Instrument 1) and ATEM (Instrument 7) 

emphasize aspects of mutual support and trust within the 
team. While TWQ addresses support, conflict resolution, 
and constructive discussions, ATEM focuses on information 
sharing, feedback acceptance, and a supportive team social 
climate. STEM (Instrument 8) questions center around man-
agement support, particularly regarding the team’s use of 
Scrum.
5.1.9. Leadership

In the “Leadership” factor, we compared TACT and ASTM. 
Based on the questions provided by Instrument 3 (ASTM) 
and Instrument 6 (TACT), we identified s emantic similar-
ities in the next questions. Team Leadership: [3] ASTM: 
“Explaining to other team members exactly what is needed 
from them during an assignment.”[4] ASTM: ”Listening to 
the concerns of other team members.” [17] TACT: “In the 
current project, the team, the product owner, and the team 
facilitator work excellently together to plan the iteration.” 
[18] TACT: “The team facilitator gives me helpful feedback 
on how to be more effective.” [19] TACT: “The team facili-
tator eliminates barriers, encourages, and facilitates the use 
of agile methods.” [20] TACT: “The team facilitator listens 
to my ideas and concerns.” [21] TACT: “The team facilita-
tor discusses the problems of the team.” [22] TACT: “The 
team facilitator protects the team from outside interference.” 
[23] TACT: “The team facilitator helps my team to acknowl-
edge and solve our disagreements.” [24] TACT: “The team 
facilitator assists in understanding whether the iteration ob-
jectives are clear and whether the team agrees with these ob-
jectives.” [25] TACT: “The team facilitator gives the team 
helpful feedback on how to be more agile.”

Both ASTM (3 and 4 questions) and TACT (17 to 25 
question) instruments include questions related to team lead-
ership. ASTM focuses on team leadership involving explain-
ing assignments clearly and listening to team members’ con-
cerns. TACT addresses leadership in the context of the team 
facilitator’s role and their collaboration with the team and 
product owner. The TACT questions highlight various as-
pects of effective l eadership, s uch a s p roviding feedback, 
encouraging agile methods, protecting the team, resolving 
disagreements, and promoting agility.

Overall, ASTM (Instrument 3) and TACT (Instrument 6) 
have questions related to team leadership. ASTM focuses on 
leadership involving task explanation and listening to con-
cerns, while TACT addresses leadership in the context of 
the team facilitator’s role and their impact on the team’s per-
formance, collaboration, and agile practices.

In conclusion, the instruments ASTM and TACT touch 
on different a spects o f t eam l eadership. A STM addresses 
leadership in terms of task communication and listening, while 
TACT emphasizes the team facilitator’s role and their influ-
ence on team dynamics, problem-solving, and agile prac-
tices.

5.1.10. Redundancy
For the “Redundancy” factor, we compared Radar Plot

and ATEM. Based on the questions provided by Instrument
2 (Radar-Plot) and Instrument 7 (ATEM), we seek to iden-
tify the semantic similarities between them: Redundancy:
[9] Radar-Plot: “How easy is it to complete someone else’s
task?”; [10] Radar-Plot: “If you are stuck, do you get help?”;
[11] Radar-Plot: “Do you help others when they have prob-
lems?”; [12] Radar-Plot: “How are tasks allocated?”; [13]
Radar-Plot: “If someone leaves the team, is it easy to sub-
stitute this person?”; [23] ATEM-TC: “Recognition by po-
tential backup providers that there is a workload distribu-
tion problem in their team.”; [24] ATEM-TC: “Shifting of
work responsibilities to underutilized team members.”; [25]
ATEM-TC: “Completion of the whole task or parts of tasks
by other team members.” Semantic Similarities for Redun-
dancy: The questions from both Radar-Plot (9 to 13) and
ATEM-TC (23 to 25) instruments touch on the concept of
redundancy within the team. Radar-Plot questions focus on
how easy it is to complete each other’s tasks, provide help,
and allocate tasks. They also inquire about the ease of sub-
stituting team members if needed. On the other hand, ATEM
questions address redundancy in terms of recognizing work-
load distribution issues, shifting work responsibilities, and
task completion by other team members.

Overall, both Radar-Plot (Instrument 2) and ATEM (In-
strument 7) have questions related to redundancy within the
team. Radar-Plot addresses the ease of completing tasks,
providing help, task allocation, and substitution of team mem-
bers. ATEM questions highlight redundancy in terms of rec-
ognizing workload issues, shifting responsibilities, and task
completion by other team members. In conclusion, the in-
struments Radar-Plot and ATEM touch on different aspects
of redundancy within the team. Radar-Plot addresses the
ease of task completion and support, while ATEM empha-
sizes workload distribution, task shifting, and task comple-
tion by various team members.
5.1.11. Stakeholder Concern

For the “Stakeholder Concern” factor, we investigated
the STEM instrument. Based on the questions provided by
Instrument 8 (STEM), we identified the semantic similari-
ties between the following questions: Stakeholder Collabo-
ration: [11] STEM: “Members of this team frequently meet
with users or customers of what this team creates.”; [12]
STEM: “People from this team often invite or visit people
that use what this team works on.”; [13] STEM: “People
in this team closely collaborate with users, customers, and
other stakeholders.”; Shared Goals: [14] STEM: “This team
generally has clear Sprint Goals.”; [15] STEM: ”During Sprint
Planning, this team formulates a clear goal for the Sprint.”;
Sprint Review Quality: [16] STEM: “The Product Owner of
this team uses the Sprint Review to collect feedback from
stakeholders.”; [17] STEM: “During Sprint Reviews, stake-
holders frequently try out what this team has been working
on during the Sprint.” Value Focus: [18] STEM: “The Prod-
uct Owner of this team has a clear vision for the product.”;
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[19] STEM: “The Product Backlog of this team is ordered 
with a strategy in mind.”; [20] STEM: “Everyone in this 
team is familiar with the vision for the product.”;

Further, STEM’s questions [16] and [17] are related to 
the quality of Sprint Reviews. They discuss the involve-
ment of stakeholders in providing feedback and trying out 
the team’s work during the Sprint Review, indicating a focus 
on gathering valuable input from stakeholders. Value Fo-
cus: Questions [18], [19], and [20] relate to the team’s value 
focus. They touch on aspects such as the Product Owner 
having a clear vision for the product, the strategic ordering 
of the Product Backlog, and everyone in the team being fa-
miliar with the product’s vision. These questions suggest a 
strong orientation toward delivering value to stakeholders.

The questions from Instrument 8 (STEM) can be grouped 
into several categories based on their similarities: Stake-
holder Collaboration: Questions [11], [12], and [13] all per-
tain to stakeholder collaboration. They highlight the team’s 
frequent interactions with users, customers, and other stake-
holders, focusing on engaging and working closely with them. 
Shared Goals: Questions [14] and [15] revolve around shared 
goals. They address the team’s clarity on Sprint Goals and 
the formulation of clear goals during Sprint Planning, which 
indicates a strong emphasis on having well-defined objec-
tives.

Overall, STEM (Instrument 8) questions address stake-
holder collaboration, shared goals, sprint review quality, and 
value focus. The instrument focuses on actively involving 
stakeholders, defining clear goals, obtaining valuable feed-
back during reviews, and delivering value through a well-
defined product vision and ordered b acklog. In conclusion, 
the instrument STEM (Instrument 8) focuses on various as-
pects of stakeholder engagement, goal-setting, review qual-
ity, and value-driven development, all contributing to effec-
tive project execution and successful product delivery.
5.1.12. Continuous Improvement

For the “Continuous Improvement” factor, we investi-
gated the STEM instrument. Based on the questions pro-
vided by Instrument 8 (STEM), we identified the following 
themes:

Shared Learning: [20] STEM: “This team frequently works 
with other groups or teams to solve shared problems.”; [21] 
STEM: “Teams in this organization share what they learn 
with other teams.”; [22] STEM: “Members from this team 
frequently meet with other teams to identify improvements.”; 
Continuous Improvement - Learning Environment: [23] STEM: 
“In and around this team, people are given time to support 
learning.”; [24] STEM: “In and around this team, people are 
rewarded for learning.”;

Psychological Safety: [25] STEM: “In and around this 
team, people give open and honest feedback to each other.”;
[26] STEM: “In and around this team, people listen to others’ 
views before speaking.”; [27] STEM: “In and around this 
team, whenever people state their view, they also ask what 
others think.”; [28] STEM: “In and around this team, people 
openly discuss mistakes to learn from them.”; [29] STEM:

“In and around this team, people help each other learn.”.
Quality: [30] STEM: “Members of this team have a shared

understanding of what quality means to them.”; [31] STEM:
“People in this team frequently talk about quality and how
to improve it.”;

Sprint Retrospective Quality: [32] STEM: “The Sprint
Retrospectives of this team generally result in at least one
useful improvement.”; [33] STEM: “During Sprint Retro-
spectives, this team openly discusses improvements.” Se-
mantic Similarities: The questions from Instrument 8 (STEM)
can be grouped into several categories based on their simi-
larities.

Shared Learning: Questions [20], [21], and [22] all fo-
cus on shared learning and collaboration. They highlight
how the team works with other groups or teams, shares knowl-
edge within the organization, and engages in cross-team meet-
ings to identify improvements. Continuous Improvement -
Learning Environment: Questions [23] and [24] pertain to
the learning environment. They address the provision of
time and rewards for supporting learning, which fosters a
culture of continuous improvement.

Psychological Safety: Questions [25] to [29] all relate
to psychological safety. They emphasize the importance of
open and honest feedback, active listening, inviting others’
views, openly discussing mistakes, and helping each other
learn. Continuous Improvement - Quality: Questions [30]
and [31] are related to the team’s understanding of quality
and how they frequently discuss it and work to improve it.

Sprint Retrospective Quality: Questions [32] and [33]
focus on the quality of Sprint Retrospectives. They mention
the usefulness of improvements resulting from these retro-
spectives and the team’s open discussions during them.

Overall, STEM (Instrument 8) questions address vari-
ous aspects of continuous improvement. They cover shared
learning and collaboration with other teams, creating a sup-
portive learning environment, fostering psychological safety
for open communication, discussing quality improvements,
and the effectiveness of Sprint Retrospectives in generating
useful insights.

In conclusion, the instrument STEM (Instrument 8) high-
lights different dimensions of continuous improvement within
the team, encompassing shared learning, learning environ-
ment, psychological safety, quality discussions, and Sprint
Retrospective effectiveness. These factors collectively con-
tribute to the team’s ability to continuously learn, evolve,
and deliver value.
5.1.13. Feedback and Peer Feedback

For the “Feedback” factor, we investigated the ASTM
instrument. For the “Peer Feedback” factor, we investigated
the ATEM instrument. Based on the questions provided by
Instrument 3 (ASTM) and Instrument 8 (STEM), we iden-
tified the following questions: [7] ASTM: “Responding to
other members’ requests for information about their perfor-
mance.”; [8] ASTM: “Accepting time-saving suggestions of-
fered by other team members.”; [21] ATEM-TC: “Identify-
ing mistakes and lapses in other team members’ actions.”;
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[22] ATEM-TC: “Regular feedback regarding team member 
actions to facilitate self-correction.”

The questions from ASTM (7 and 8) and ATEM-TC (21 
and 22) instruments focus on different aspects of feedback 
within the team: ASTM questions emphasize the exchange 
of feedback between team members. Question 7 addresses 
how team members respond to requests for performance-
related information, while Question 8 focuses on their re-
ceptiveness to time-saving suggestions provided by others. 
ATEM-TC questions focus on peer feedback within the team. 
Question 21 mentions identifying mistakes and lapses in other 
team members’ actions, indicating a form of feedback that 
helps in recognizing areas for improvement. Question 22 
highlights the importance of regular feedback to facilitate 
self-correction, suggesting an ongoing feedback loop to en-
hance team performance.

Overall, ASTM (Instrument 3) and ATEM (Instrument 
8) have questions related to feedback within the team. ASTM 
focuses on responding to information requests and accepting 
suggestions, while ATEM emphasizes the identification of 
mistakes, providing regular feedback, and facilitating self-
correction.

In conclusion, the instruments ASTM and ATEM ad-
dress different aspects of feedback within the t eam. ASTM 
highlights feedback exchange and acceptance of suggestions, 
while ATEM focuses on peer feedback for recognizing errors 
and supporting ongoing improvement through regular feed-
back.
5.1.14. Responsiveness

In the “Responsiveness” factor, we analyzed the STEM 
instrument (Instrument 8). We intended to identify the se-
mantic similarities within the provided questions. In the do-
main of Responsiveness and Refinement, the questions were:
[6] STEM: “The team’s Sprint Backlog typically comprises 
numerous small items.”; [7] STEM: “This team allocates 
time during the Sprint to elaborate on the work slated for 
the succeeding Sprints.”; and [8] STEM: “Throughout the 
Sprint, this team commits time to decompose work for up-
coming Sprints.”

Regarding Responsiveness and Release Frequency, the 
questions were: [9] STEM: “The bulk of this team’s Sprints 
lead to software that is prepared for deployment to produc-
tion.”; [10] STEM: “For this team, the majority of Sprints 
culminate in an increment ready for user release.”

For Responsiveness and Refinement, questions [6], [7], 
and [8] collectively denote the team’s adaptability and re-
sponsiveness. They underline the team’s approach of main-
taining a Sprint Backlog with numerous smaller items and 
dedicating time within the Sprint to clarify and decompose 
work for future Sprints. Responsiveness and Release Fre-
quency are addressed in questions [9] and [10], where the 
focus is on the team’s aptitude to regularly produce software 
or increments that can be released to users, showcasing the 
team’s capacity to deliver value frequently.

In essence, the STEM instrument (Instrument 8) queries 
examine various facets of responsiveness. Questions related

to refinement underscore the team’s competency in decom-
posing and elucidating work during the Sprint, enabling adapt-
ability. Questions associated with release frequency empha-
size the team’s consistent delivery of software or increments
prepared for deployment or user release.

In summary, Instrument 8 (STEM) emphasizes distinct
aspects of responsiveness, including refinement practices that
foster adaptability and the team’s ability to deliver valuable
software or increments regularly. These factors collectively
enhance the team’s agility and capacity to deliver user value.
5.2. Relationship between the evolution of

teamwork instruments in ASD and evolution
of teamwork instruments factors names and
questions (RQ2.2)

Given the results presented in Section 5, we found that
the instruments ATEM, STEM, aTWQ and TWQ-BN brought
new concepts directly associated with the agile context, among
them: daily meetings, retrospective meetings, and Sprint Re-
view. STEM brought other concepts like Cross-Functionality
and Self-Management associated with Team Autonomy.

We suggest classifying agile teamwork instruments into
two groups: Generic teamwork instruments and Agile-based
teamwork instruments. The generic ones were developed
until 2018: TWQ, Radar Plot, and ASTM. The Agile-based
ones were developed later: TWQ-BN, aTWQ, TACT, ATEM,
and STEM. We noted that the factors and questions from
the Agile-based one included a terminology closely related
to agile concepts. Further, ATEM (with seven factors) and
STEM (with five factors and 14 subfactors) present a trend
toward increasing the number of factors and subfactors com-
pared to the older instruments.

6. Discussion and Findings
This section discusses this study’s research questions and

the trends observed. In summary, we mapped the factors
of the eight teamwork instruments, then we compared them
with the Themes found by Freire et al. [7]. The objective was
to understand how the themes and instrument questions are
quantitatively related. Then, we intended to identify trends
in these factors. Considering the Themes analysis in Section
4.3. The results showed that Team Orientation and Coordi-
nation were identified among the top three rankings, both in
the frequency of instrument questions and the frequencies
of literature-based Thematic Network developed in Freire
et.al [7].

We found in our semantic analysis important themes as-
sociated a many instrument factors. In Communication we
found the themes: Openness and Transparency, Team In-
teraction and Understanding, Project Progress and Informa-
tion, Information Accuracy and Precision. In Coordination
factor, we found: Task Coordination, Clarity and Accep-
tance of Goals, Synchronization and Integration of Tasks,
etc. In Team Orientation we found: Valuing and Consider-
ing Alternative Suggestions, Participation and Commitment
to Team Goals, Trust and Collaboration, Task and Individ-
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ual Relations, etc. In Collaboration we found: Team Sup-
port, Knowledge Sharing, etc. In Mutual Support, we found: 
Trust, and Management support. The present study can be a 
starting point for the development of new studies exploring 
the relationships between the instruments’ factors and the 
themes identified in this study.

The researchers could investigate whether lower frequen-
cies are, in fact, less important for teamwork quality. In this 
way, researchers will already know which subparts of the in-
struments to use. It was found the frequency of appearance 
of each factor related to the teamwork quality and the number 
of corresponding questions for each instrument. With this 
knowledge, this work can support other works that need to 
use ASD teamwork instruments for a specific p urpose. For 
example, if a researcher needs to investigate the relationship 
between Communication and Shared Leadership in a com-
pany, he can choose specific ASD i nstruments: For Com-
munication (TWQ, ASTM, TWQ-BN, TACT, and ATEM) 
and Shared Leadership (Radar Plot, TWQ-BN, and ATEM) 
in the investigation based on the requirements. Qualitative 
concepts can be investigated in future works focusing on in-
vestigating the ASD factors from the knowledge of the iden-
tified parts of the agile instruments.

This study can support using a Teamwork Instrument for 
a specific purpose. For example, if a researcher needs to in-
vestigate the relationship between Feedback and Team Au-
tonomy, he can choose what parts of the instruments to use. 
This work highlights that the ASD literature codes: Task 
Control, Communication, Coordination, and Team Auton-
omy are the most used in ASD Teamwork Instruments. This 
is an important result, as it confirms that the factors identi-
fied by Freire et al. [7] are, in fact, those that are being used 
more frequently in specific A SD i nstruments, w hich were 
developed based on strong literature theories and empirical 
studies. Additionally, we identified a nd c ompared t he re-
ferred questions in the eight ASD instruments analyzed in 
this work. We noted that finding a standard terminology for 
ASD Teamwork factors remains challenging, and there is a 
need for further investigation into this area. Finally, practi-
tioners can benefit from the study’s findings by better under-
standing the importance of Teamwork instruments in ASD.
7. Limitations and threats to validity

In this study, we explored various validity threats that
may arise during the realization of our research, encompass-
ing internal, external, construct, and conclusion validity.

Regarding internal validity, potential issues may arise
from selection bias, history effects, instrumentation, and mat-
uration. To mitigate these threats, we employed random sam-
pling techniques and defined clear inclusion criteria for se-
lecting ASD instruments and research articles. Additionally,
we carefully control external events and changes by collect-
ing data over a consistent time period and conducting longi-
tudinal studies. Standardization and pilot testing of instru-
ment administration and interpretation help address poten-
tial instrumentation concerns.

Construct validity threats may arise from conceptual clar-
ity, instrument validity, and measurement errors. We take
measures to address these concerns by providing a clear def-
inition of the constructs of interest and employing a con-
ceptual framework. Established and validated teamwork in-
struments are used to ensure accurate measurement of con-
structs. Additionally, we employed reliable data collection
methods and appropriate techniques to minimize measure-
ment errors.

External validity threats revolve around generalizability
and timeframe relevance. To address these concerns, we
clearly define the target population and context of our study.
Efforts are made to replicate real-world conditions in the
study design to enhance validity. We ensure that data col-
lection and analysis are up-to-date and reflect current prac-
tices in the field. Moreover, the study relies on solid theories
that support the analyzed teamwork instruments. The results
may not fully capture the variability or applicability of other
theoretical frameworks, potentially limiting the external va-
lidity of the conclusions to different theoretical perspectives.

Regarding conclusion validity, the study analyzes eight
specific teamwork instruments for Agile Software Develop-
ment (ASD). The findings may not fully represent the en-
tire population of ASD instruments, potentially limiting the
generalizability of the results to other instruments that were
not included in the analysis. Moreover, the study focuses
on teamwork instruments specifically designed for an agile
context. The results may not directly apply to teamwork in-
struments used in non-agile contexts, reducing the external
validity of the findings for broader applications.

By proactively addressing these validity threats and im-
plementing appropriate actions, we aim to enhance the qual-
ity and reliability of our study, providing more robust and
meaningful findings for the scientific community.

8. Implications
In light of the findings from this study, we have identi-

fied several implications for both research and practice in the
context of measuring TWQ in ASD.

Implications for research. This study sheds light on the
evolution of TWQ instruments, providing valuable insights
for further research. The findings highlight the existence
of multiple models with different constructs and measures
for assessing TWQ and TWE. This prompts researchers to
delve deeper into understanding the relationships between
these instruments and how they have evolved over time. The
study also emphasizes the need for standardization of termi-
nology, as semantically similar factors are often labeled dif-
ferently across instruments. This calls for future research to
focus on developing a conceptual framework that integrates
instrument factors within the agile context, facilitating better
alignment and comparison of results. Moreover, the identi-
fied gaps and specialized factors specific to the agile context
present opportunities for researchers to develop new instru-
ments and further advance the understanding of teamwork
in ASD.
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Implications for practice. The findings of this study hold 
practical implications for organizations engaged in ASD. 
Classifying teamwork instruments into generic and specific 
agile instruments guides practitioners in selecting appropri-
ate instruments based on their specific context and require-
ments. The evolution of instruments with specialized fac-
tors underscores the importance of considering these factors 
when evaluating and managing teamwork in agile projects. 
Furthermore, the identified need for terminology standard-
ization emphasizes the importance of consistent and clear 
team communication. Organizations can benefit from adopt-
ing a unified taxonomy derived from this research to ensure 
consistent understanding and usage of teamwork concepts. 
The study also emphasizes the value of developing new in-
struments that align with the agile context, allowing orga-
nizations to assess and improve their teamwork practices ef-
fectively. Overall, the insights gained from this study can in-
form and guide practitioners in selecting and implementing 
appropriate teamwork instruments and strategies to enhance 
collaboration and team performance in ASD projects.

9. Final Remarks
Our study significantly contributes to the teamwork liter-

ature by exploring the relationship between ASD literature-
based codes identified by Freire et al. [7] and Agile Instru-
ments factors in ASD. By comparing eight specific ASD in-
struments and showcasing the frequency of matches, we of-
fer insights that can inform further research. Moreover, our
identification of ASD instrument questions through seman-
tic analysis enables broader coverage for future studies, po-
tentially leading to new discoveries and advancements in re-
search. Moreover, our findings demonstrate that researchers
have employed numerous factors to measure Teamwork Qual-
ity (TWQ) and Teamwork Effectiveness (TWE) in ASD. Ad-
ditionally, the observed similarity in questions across differ-
ent instruments suggests the need for standardizing termi-
nology. By highlighting the most frequent questions of each
instrument, our results support the development of a unified
Teamwork instrument in ASD.

The presented results offer valuable insights for both prac-
titioners and researchers. For practitioners, this paper serves
as a practical guide in utilizing the presented teamwork in-
struments, as it provides detailed information about their char-
acteristics. This facilitates their practical application in Ag-
ile Software Development (ASD) projects. For researchers,
this work highlights identified gaps and specialized factors
specific to the agile context, offering opportunities to de-
velop new instruments and advance the understanding of team-
work in ASD.

Future research endeavors should focus on establishing a
unified taxonomy for teamwork instrument factors in ASD,
creating a standardized framework to categorize and orga-
nize these factors consistently. Conducting longitudinal re-
search can provide valuable insights into the evolution and
effectiveness of teamwork instruments over time, enhancing
our understanding of their performance in various contexts

and identifying opportunities for adaptation and improve-
ment. Additionally, investigating the relationship between
specific teamwork instruments and project outcomes in ASD
can shed light on how effective teamwork, as measured by
these instruments, influences project success, productivity,
and overall performance.

Supplementary Material
To ensure the study’s transparency and completeness, we

have provided a Supplementary Material 1 that contains the
eight teamwork instruments factors, and questions. The ad-
ditional methodological details and a comprehensive presen-
tation of the results.
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A B S T R A C T

The most commonly adopted methods of video action recognition are optical flow and 3D
convolution. Optical flow method requires calculation in advance and a lot of computing resources.
3D convolution method encounters several problems such as many parameters, difficult training, and
redundant computation. This paper proposes an approach that can turn the motion information into a
static RGB frame by a feasible way of compression: Directional Residual Frame (DRF). This idea
comes from a static cartoon that can represent complex events through residual shadows. DRF takes
advantage of the scarce nature of residual frames in space and pixel value to achieve similar effects of
residual shadows by fusing multiple residual frames. With the DRF, the motion information can be
learnt as simply and efficiently as learning the RGB information. In addition, it also proposes a Short-
term Residual Shadow Module based on the DRF. Experimental results show that it has better
performance than the state-of-the-art model TDN on UCF101 benchmark..

© 2023 KSIResearch

1. Introduction

In recent years, Video-based action recognition has
drawn a significant amount of attention from the
academic community. In action recognition, there are
two kinds of key and complementary information:
appearances and motion. CNN have achieved great
success in classifying images of objects, scenes, and
complex events. Thus, it is crucial for action
recognition to capture motion information in video,
which is usually achieved by two kinds of mechanisms
in the current deep learning approaches: two-stream
network [1] and 3D convolutions [5,6,7]. Even though
the two-stream network can effectively improve the
accuracy of action recognition through the optical flow,
it requires a lot of computing resources to extract the
optical flow. Although the 3D convolution can learn
motion features directly from the RGB frames, it also
leads to large network models and high computational
cost.
Therefore, how to efficiently learn motion

information has been a crucial challenge in action
recognition.

In everyday life, we can know the motion
information of the meteor, the fan and other things
through the residual shadow. Obviously, we acquire
the motion information from a certain moment of
spatial information. Think about it the other way. Can
we use a 2D frame to characterize a complex
movement process? The optical flow can only reflect
the speed, and requires multiple pieces to characterize
the non-linear motion. Comics are a very successful
case in point. A cartoon can represent a wonderful
fight by using a residual shadow. The shadow in static
cartoons can be well characterized in the complex
motion process. And temporal derivative (difference)
is highly relevant to optical flow [2], and has shown
effectiveness in action recognition by using RGB
difference as an approximate motion representation [3,
4].
In this paper, we propose a motion representation

approach based on RGB difference, termed as
Directional Residual Frame (DRF). The principle of
DRF is similar to the shadow in comics that turns the
motion information into a static RGB frame. First, we
subtract two adjacent frames in the video with absolute
value to obtain residual frames [11]. Then, the residual
frames are binarized. During the binarization process,
the motion features are retained and the difference
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caused by the brightness change is removed. Finally,
the adjacent residual frames are fused to form a
residual shadow-like trajectory map. As shown in
Figure 1, our DRF is a good representation of the trees
moving to the right (the movement caused by the
camera movement) and the people running to the left.

Figure 1: The first 5 frames are consecutive frames in the
video, and the sixth frame is the corresponding DRF.

To demonstrate the effectiveness of the DRF, we
performed the experimental analysis using Temporal
Difference Network (TDN) [12] on the benchmark
UCF101 [13], which is the state-of-the-art method
without optical flow and 3D convolution. TDN is able
to yield a state-of-the-art performance on both motion
relevant Something-Something V1 datasets [9] and
scene relevant Kinetics datasets [10], under the setting
of using similar backbones[12].
The technical contributions of the paper are

summarized as follows:
 To reduce the serious redundant calculation in

video understanding, we propose an effective
compression approach DRF that can turn the
motion information into a static RGB information
by using the scarcity of residual frame, due to the
high similarity between adjacent frames. Optical
flow requires multiple stacks to react non-linear
motion, whereas DRF demands only one.

 Based on the DRF, we propose a Short-term
Residual Shadow Module (S-RSM) to capture the
motion information.

 The experimental results show that compared with
the S-TDM in the state-of-the-art model TDN, our
approach achieves higher accuracy with fewer
model parameters.

The rest of the paper is organized as follows. Section
2 proposes the concept and calculation process of the
DRF, and presents the S-RSM module based on the
DRF; Section 3 describes the details of the
experiments and evaluates the effectiveness of our
method on UCF101 benchmark; and Section 4
concludes the paper.

2. Directional Residual Frame

In this section, we describe the proposed DRF in
detail. First, we give an overview of DRF. Then, we
elaborate the calculation process of the DRF. Finally,
we provide the implementation details of using DRF in
TDN.

2.1 Overview
Residual shadow is the most successful case that

turns RGB information into the motion information.
Residual shadow has both motion trajectory
information and direction information. So how to form
a residual shadow from continuous frames is a
challenge. Our thoughts of addressing this include two
steps, as follows:
First, motion detection. In this step, the motion

information is extracted from the sequential RGB
frame. Objects undergoing spatial position changes in
the image sequence are presented as foreground
(motion region).
Second, motion fusion. In this step, the motion

information extracted from the previous step is fused
into a static RGB frame where the motion region blurs
with time, like residual shadow.
Motion detection. The common methods for motion

detection are: background subtraction, temporal
difference and optical flow [17]. Both background
subtraction and optical flow require a lot of computing
resources, which are contrary to efficiency. Therefore,
we adopt the temporal difference method to extract the
motion object. The temporal difference method may
mistakenly detect the area originally covered by the
object as moving, called Ghost, which is a problem
with motion detection. As shown in Figure 2, the area
originally covered by the moving object will be
incorrectly detected into motion, which is the Ghost.
But Ghost will not be a problem here, because it can
be used effectively in motion fusion.

Figure 2: Motion Detection. The second and third frames
are the two consecutive temporal differences before
the first RGB frame. The fourth frame is (df1 + df2),
the fifth is (2 * df2 + df1), and the sixth is the DRF,
where df1 is Frame 2, and df2 is Frame 3.

Motion fusion. Motion fusion is the core of the
proposed approach.
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How to represent the direction of the movement is a
crucial issue. In Figure 2, although the fourth and fifth
frame preserve more motion traces with the scarcity of
the residual frame, there is not any temporal
information (direction information). The direction of
motion is recognized with the aid of the numerical
growth direction. In DRF, objects move from dark to
light. From the sixth frame in Figure 2, it can be easily
seen through residual shadow that the trees are moving
to the right.

Figure 3: Binary fusion. Every matrix of 5 * 5 represents a
residual frame, and the region of the matrix with an
element value of 1 indicates the foreground.

Another issue is how to preserve the complete
information in the motion fusion process. Although the
residual frame is scarce, the foreground of different
residual frames may overlap. The overlapping region
of the foreground of two adjacent residual frames is
the Ghost of the latter residual frame. As for more than
two frames, the overlapping region will become
difficult to interpret. The overcoverage approach,
where the overlapping region takes the same value as
the late residual frame, would lose a lot of information.
Our approach is inspired by the binary coding to use
the value-domain scarce nature of the residual frame.
Each number of pixel values indicates an overlapping
possibility. In Figure 3, the region with an element
value of 7 in the resulting matrix is the overlapping
region of 3 matrices; and the region with a value of 5
is the overlapping region of the first and third matrices.

2.2 The calculation process of the DRF
The template is used to format your paper and style

the text. All margins, column widths, line spaces, and
text fonts are prescribed; please do not alter them. You
may note peculiarities. For example, the head margin
in this template measures proportionately more than is
customary. This measurement and others are deliberate,
using specifications that anticipate your paper as one
part of the entire proceedings, and not as an
independent document. Please do not revise any of the
current designations.
The process of calculating the RDF is divided into

three steps. First, Temporal difference is employed to
remove background and acquire motion region. Then,
the binarization is adopted to remove the noise and
obtain the scarce residual frame. Finally, the DRF is
obtained from the fusion of residual frames.
Step 1: Residual frames
Residual frames contain more motion-specific

features by removing still objects and background
information and leaving mainly the changes between
frames [11]. As shown in the third frame in Figure 4,

the movement region will be brighter than the static
areas.
The movement regions in the residual frame achieve

positive or negative values, which are highly
correlated with the pixel value of the background. The
correlation can cause the movement regions being
either positive or negative in the residual frame, thus
failing to know the direction of the object. In Figure 4,
the Frisbee is white with values above the background
color, so it moves from the negative to the positive
area in the residual frame. But this direction of
movement is unreliable. Therefore, we utilize the
absolute residual frame to alleviate the interference of
the pixel value of the background. The issue of motion
direction in the absolute residual frame will be tackled
in step 3.

Figure 4: The first three frames are adjacent frames, the
fourth one is the corresponding residual frame, the
fifth one is the residual frame after the absolute value,
and the sixth one is a binarization of the fourth one.

Here we use Framei to represent the ith frame data,
and Framei~j denotes the stacked frames from the ith
frame to the jth frame. The process of obtaining
residual frames can be formulated as follows:

At this stage, the Residual frames is not a sparse
matrix. Influenced by the camera motion and light
intensity changes, the gray area is not all 0.
Step 2: Binarization
Binarization of the residual frames: 0 is used to

represent no change area, and 1 is used to represent
change area. In the field of image segmentation, there
are a few algorithms [14] for image binarization. In
this paper, we adopt threshold method in order to
reduce the amount of computation as much as possible.
The formula is as follows:

(1)

(2)
Here ResFramei(x,y) is the image value of the
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coordinates (x, y) in the ith residual frame. α and β are
super parameters. And n is the size of the ith residual
frame.

a. Threshold withα= 1 andβ= 0

b. Threshold withα= 1 andβ= 0.05

Figure 5: Binarization. The “ mean ” in the images
represents the mean of the residual frames. The first
chart of each row is the pixel value statistics chart,
the second is the residual frame, and the third is the
binarized residual frame.

Since residual frame is a scarcity matrix, the mean
value tends to be below the minimum in the movement
region. With very small amplitude of motion, the mean
may be lower than the difference value caused by
changes in light intensity. We denote the minimum of
the threshold by β . Figure 5 illustrates the effect of β
on removing the background noise.
Step 3: Motion fusion. The higher the value is, the

later the event occurs.
The motion fusion of multiple binary residual frames

transforms temporal information into numerical
information. The higher the value is, the later the event
occurs.

(3)
We accumulate the residual frames according to

formula 3. There may be overlaps between the
differences of consecutive residual frames. Various
overlapping cases of n residual frames will be mapped
to the value 0~2n. The case with n=4 is shown in
Figure 6. In Figure 3, the region in the result matrix
corresponding to the motion region (value is 1) in the
third matrix should obtain the maximum value to
indicate the movement end point. But the value of
overlapping region will be greater than the last motion
region. The brightest region appears in the middle
region of the motion trajectory, as in the fifth frame of
Figure 2.

Figure 6: The first four pictures are continuous residual
frames after binarization, and the last one is the DRF
fused by the first four.

(4)

(5)
In Formula 4, the operator sets the non-zero element

in the matrix to 0 and the zero element to 1. Then,
through Formula 5, the value of the non-overlapping
difference is doubled.

2.3 S-RSM with DRF
Based on the DRF, a Short-term Residual Shadow

Module (S-RSM) is proposed, as an improvement of
the S-TDM in TDN, as illustrated in Figure 8.
Temporal Difference Networks (TDN) is a video-

level architecture of capturing both short-term and
long-term information for end-to-end action
recognition. TDN is composed of a short-term and
long-term temporal difference module (TDM), as
illustrated in Figure 7 [12]. In Figure 9, the short-term
TDM in TDN supply a single RGB frame with a
temporal difference to yield an efficient video
representation, explicitly encoding both appearance
and motion information [12].
In TDN, the stacks of difference frames are

processed by 2D convolution, which can only capture
limited motion information and of which the main
function is to calibrate the moving area on the static
image.
The DRF turns the action information into the static

RGB information by fusing multiple temporal
difference frames. So the model can capture the
movement information by learning the RGB
information in the DRF. This feature of DRF is
beneficial to 2D convolutional networks to learn
motion features, so as to perform the task of action
recognition even better.
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Figure 7: Framework of Temporal Difference Network (TDN). Based on the sparse sampling from multiple segments, TDN
aims to model both short-term and long-term motion information.

Figure 8: Framework of short-term Residual Shadow
Module with DRF

Figure 9: Framework of the short-term TDM.

3. Experiments

In this section, we present the experiment results of
the proposed DRF. First, we describe the evaluation
datasets and implementation details. Then, we
evaluated the effectiveness of DRF on the state-of-the-
art method TDN.

3.1 Datasets and implementation details
Video datasets. There are several commonly used

datasets for video recognition tasks. We mainly focus
on the benchmark: UCF101. UCF101 consist of
13,320 videos in 101 action categories [13].
Training and testing. In experiments, we use

ResNet50 to implement TDN framework. Following
common practice [15], during training, each video
frame is resized to have shorter side in [256, 320] and
a crop of 244 × 244 is randomly cropped. We pre-train
TDN on the ImageNet dataset [16]. The batch size is
128 and the initial learning rate is 0.02. The total
training epoch is set to 60 in the UCF101 benchmark.
The learning rate will be divided by a factor of 10
when the performance on validation set saturates. For
testing, the shorter side of each video is resized to 256.
We implement the kind of testing scheme: 1-clip and
center-crop where only 1 center crop of 244 × 244
from a single clip is used for evaluation.

3.2 Experimental Results
From the experimental results in Table Ⅰ , it can be

found that the beta of DRF taking 0.05 is a suitable
value. The binarized threshold as the mean has lower
accuracy than the other two schemes, which confirms
the viewpoint we mentioned in Section 2. With very
small amplitude of motion, the mean may be lower
than the difference value caused by changes in light
intensity.
Since the residual frame is absolute, the beta of DRF

is the lower limit of the threshold. The accuracy of the
beta of DRF being 0.05 is higher than that of the beta
of DRF being 0.1. When the threshold is set too high,
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some important motion information will be filtered out.

Table 1: ACC of different binarization parameters on
UCF101 benchmark

Method Backbone
Input
(S-

RSM)

Length
(DRF)

Alpha
(DRF)

Beta
(DRF) Top-1

TDN ResNet50 DRF 5 1.00 0.00 84.51%

TDN ResNet50 DRF 5 1.00 0.05 85.33%

TDN ResNet50 DRF 5 1.00 0.10 84.92%

From the experimental results in Table Ⅱ, it can be
shown that the frames of the DRF motion fusion is of
length 5 in UCF101 benchmark. When the DRF length
is set to 3, the reason for the decrease of accuracy is
that TDN learns too little action information, whereas
it is set to 7 and 9, the reason for the decrease of
accuracy is that it is difficult for TDN to learn.

Table 2: ACC of different motion fusion length on UCF101
benchmark

Method Backbone
Input
(S-

RSM)

Length
(DRF)

Alpha
(DRF)

Beta
(DRF) Top-1

TDN ResNet50 DRF 3 1.00 0.05 84.29%

TDN ResNet50 DRF 5 1.00 0.05 85.33%

TDN ResNet50 DRF 7 1.00 0.05 84.48%

TDN ResNet50 DRF 9 1.00 0.05 84.48%

The results in Table Ⅲ show that the proposed TDN
outperforms the original model at sampling frames of
4 and 8. With the sample frame of 4, our approach
improves by nearly 1% over the original method; and
with the sample frame of 8, our approach improves by
more than 1.2%.
From this set of comparative experiments, it can be

concluded that DRF contains better motion
information than the stacked residual frames. In [12],
it has been shown that TDN can reach the state-of-the-
art level without the use of optical flow and 3D
convolution.

Table 3: ACC of different module on UCF101 benchmark

Method Backbone Input module Frames Top-1
TDN

(original) ResNet50
RGB +

difference S-TDM 4 84.97%

TDN
(original) ResNet50

RGB +
difference S-TDM 8 87.15%

TDN
(ours) ResNet50 RGB + DRF S-RSM 4 85.95%

TDN
(ours) ResNet50 RGB + DRF S-RSM 8 88.39%

4. Conclusion

To address the problem of serious redundant
calculation in video motion recognition, we propose
the approach to squeezing the motion information into
a RGB frame. The principle of DRF is similar to the
shadow in comics. The shadow in static cartoons can
be well characterized in the complex motion process.
DRF exploits the scarcity of residual maps to fuse the
motion information of multiple residual maps into one
spatial frame. In this way, it can learn motion
information as it learns about RGB information. Based
on the DRF, we propose S-RSM based on 2D
convolution to capture motion information. Through
comparative experiments, we verified that our
approach has better performance than the state-of-the-
art model TDN in UCF101 benchmark.
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A B S T R A C T
Graphs have long been used to model relationships between entities. For some applications, a single
graph is sufficient; for other problems, a collection of graphs may be more appropriate to represent
the underlying data. Many contemporary problem domains, for which graphs are an ideal data model,
contain an enormous amount of data (e.g., social networks). Hence, researchers frequently employ
parallelized or distributed processing. But first the graph data must be partitioned and assigned to the
multiple processors in such a way that the work load will be balanced, and inter-processor communi-
cation will be minimized. The latter problem may be complicated by the existence of edges between
vertices in a graph that have been assigned to different processors. Herein we introduce a strategy
that combines vocabulary-based summarization of graphs (𝑉 𝑜𝐺) and detection of hotspots (i.e., ver-
tices of high degree) to determine how a single undirected graph should be partitioned to optimize
multi-processor load balancing and minimize the number of edges that exist between the partitioned
subgraphs. We benchmark our method against another well-known partitioning algorithm (𝑀𝐸𝑇𝐼𝑆)
to demonstrate the benefits of our approach.

© 2023 KSI Research

1. Introduction
Graphs are frequently used as an abstraction to model

the real-world data; such as in chemical, or biological net-
works. The nature of the application problem will determine
whether these data will be represented in a single or a collec-
tion of graphs. This diversity has contributed to the proper
representation of the underlying data. Some of these graphs
may contain an enormous amount of data (e.g., social net-
works). Hence, parallelized or distributed processing often
is employed. Before the analysis commences, typically the
graph dataset is partitioned, and a subset of data is assigned
to each processor. The partitioning should be done in such

∗Corresponding author

a way that the ensuing work load will be balanced and inter-
processor communication will be minimized. These tasks
can be particularly challenging for a single graph; consider-
ation must be given to which vertices are assigned to which
partitions (i.e., processors) and what edges originally existed
between those vertices.

Ideally, partitions should be of approximately equal size,
and the number of edges between vertices that are in differ-
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ments: the quality graph partitioning criterion (which guar-
antees no lost data) and load balancing. Many studies have 
shown that edge-cut partitioning produces more accurate re-
sults on large real-world graphs [3, 4].

Herein we introduce a novel vertex-cut partitioning 
strategy that determines how a single, undirected graph 
should be partitioned to optimize multi-processor load 
balancing and minimize the number of edges that exist
between the partitioned subgraphs. Our approach, 𝐺𝑟𝑎𝑃 𝐻 , 
first uses vocabulary-based summarization [9] to identify
the most highly connected structures that exist in the graph 
(e.g., cliques, stars, and chains). We then find the vertices 
in those structures that have the highest degree; these are 
called hotspots. The hotspots become the starting points 
from which subgraph partitions are formed.

This paper is organized as follows. In Section 2 we 
briefly discuss some of the related work in graph partition-

ing. We present the 𝐺𝑟𝑎𝑃 𝐻 algorithm in Section 3, and 
include a discussion of the 𝑉 𝑜𝐺 summarization algorithm. 
In Section 4 we experimentally evaluate our proposed
algorithm (𝐺𝑟𝑎𝑃 𝐻) to expound its benefits. Concluding 
remarks and a discussion of future work are provided in
Section 5.

2. Related Work
In this section, we briefly review some of the research

that has been done in graph partitioning. Despite the nu-
merous sequential, distributed, and parallel algorithms that
have been developed, the complexity of this problem is still
considered to be 𝑁𝑃 -complete. One of the most significant
challenges of the problem continues to be minimizing the
loss of information (from the original graph dataset) when
the partitions are formed; that is, the goal is to minimize
the number of edges (from the original graph) that exists
between vertices that are in different partitions, a situation
which is more likely to occur as the number of partitions in-
creases.

Some heuristic methods for sequential graph partition-
ing of a single graph are discussed in [6, 2]. One offline
method (wherein the entire graph is resident in memory),
𝑀𝐸𝑇𝐼𝑆, is proposed in [6]. This method produces high-
quality partitions in terms of uniformity of partition size and
minimization of “lost” edges. However, because of the of-
fline setting, it cannot handle large graphs. The 𝑀𝐸𝑇𝐼𝑆
algorithm consists of three phases: coarsening, partitioning,
and refinement. During each phase, a sequence of special-
ized algorithms is applied. These algorithms help in select-
ing the maximal matchings in the coarsening phase, parti-
tioning of the coarse graph in the partitioning phase, and
projecting the graph back to the original graph in the refine-
ment phase. An extension to𝑀𝐸𝑇𝐼𝑆 (Streaming𝑀𝐸𝑇𝐼𝑆
Partitioning method (𝑆𝑀𝑃 )) is proposed in [2], replacing
the offline setting of 𝑀𝐸𝑇𝐼𝑆 by an online setting. 𝑆𝑀𝑃
provides the ability to adjust the memory capacity, and sub-
sequently decrease computational requirements by applying
the partitioning method to small subgraphs.

Some graph partitioning techniques are designed for spe-
cific application problems. Another technique for local (i.e.,
memory-resident, sequential processing) graph partitioning
[1] specifically targets fixed cardinality problems such as k-
densest subgraph and max 𝑘-vertex cover. The authors de-
veloped a fixed parameter algorithm using a greediness-for-
parameterization technique. Clustering systems are used as a
base in [17]. In this research, the authors propose a heuristic
graph edge partitioning strategy, Neighbor Expansion (NE),
with polynomial running time. Their goal was to reduce the
running time and communication cost for some specific ap-
plications such as triangle counting and PageRank.

The graph partitioning problem in a distributed environ-
ment is addressed in [12, 11, 8, 15, 7]. The authors in [12]
propose a fully distributed algorithm called JA-BE-JA. This
algorithm is built on two types of partitioning: vertex-cut
and edge-cut partitioning; the absence of central coordina-
tion and the processing of each vertex independently make
this algorithm well-designed for distributed processing. An-
other distributed algorithm, 𝑃𝐴𝐶𝐶 (Partition-Aware Con-
nected Components), based on graph partitioning for edge-
filtering and load-balancing, is proposed in [11]. The au-
thors of [15] propose a multi-level label propagation (𝑀𝐿𝑃 )
method that uses distributed memory of several machines for
partitioning the graphs. Another distributed partitioning al-
gorithm is discussed in [10], PARallel Submodular Approx-
imation algorithm (𝑃𝑎𝑟𝑠𝑎), also configures the partitions to
fit the storage and computation ability of each machine.

One important characteristic of graph partitioning
algorithms is the strategy employed for selecting the vertex
around which the subgraph will be built for each partition.
Many algorithms select such vertices randomly. Our ap-
proach was motivated by 𝑀𝐸𝐿𝑇 [16], MapReduce-based
Efficient Large-scale Trajectory anonymization. The main
objective of that work was to examine paths traveled by
people in a geographical space, and then partition the space
into regions around popular locations (e.g., a coffee house,
an exercise center, etc.); those locations are referred to
as hotspots. As will be discussed later in this paper, the
utilization of hotspots as a basis for forming partitions is a
novel feature of our partitioning strategy.

3. Methodology
In this section, we present the 𝐺𝑟𝑎𝑃𝐻 strategy for

partitioning a single, undirected graph. We begin with some
preliminary definitions that will facilitate this discussion.
An explanation of the vocabulary-based summarization
of graphs (𝑉 𝑜𝐺) technique developed in [9] then follows;
this is a key component for our approach as it is used to
determine subgraphs of high connectivity (e.g., cliques,
stars, and chains). Finally, our complete set of algorithms
is presented, detailing how the vocabulary-based summa-
rization and identification of hotspots lead to the creation of
optimal partitioning.
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(a) Full Clique. (b) Near Clique. (c) Full Bipartite. (d) Chain. (e) Star.

Figure 1: Types of Structures.

3.1. Preliminaries
Definition 1. Graph: A graph 𝐺 is a tuple (𝑉 ,𝐸,𝐿) where
𝑉 is a finite set of nodes called the vertex set of 𝐺, and 𝐸 is
a set of 2-element subsets of 𝑉 (𝐸 ⊆ 𝑉 ×𝑉 ) called the edge
set of 𝐺. The nodes and edges are labeled by the function 𝐿.

Definition 2. Graph partitioning: A graph 𝐺 = (𝑉 ,𝐸) will
be partitioned into 𝑘 subgraphs 𝐺′

𝑠𝑢𝑏 = (𝑉 ′, 𝐸′), 𝑠𝑢𝑏 =
1, ..., 𝑘. Each 𝑉 ′

𝑠𝑢𝑏𝑠𝑒𝑡 ⊂ 𝑉𝑠𝑒𝑡 where 𝑉𝑖 ∩ 𝑉𝑗 = 0 for 𝑖 ≠ 𝑗,
and each 𝐸′

𝑠𝑢𝑏𝑠𝑒𝑡 ⊂ 𝐸𝑠𝑒𝑡.

Definition 3. Full-clique: Let 𝐺 = (𝑉 ,𝐸) be an undirected
graph. A set 𝐹𝐶 of vertices in 𝐺 is called a Full-clique if
any two distinct vertices in 𝐹𝐶 are adjacent in 𝐺, when 𝑘 ≥
1. The Full-clique term may refer to the subgraph in some
cases. If several edges are missing, this will be defined as a
Near-clique.

Definition 4. Full bipartite core: Let 𝐺 = (𝑉 ,𝐸) be an
undirected graph. A set 𝐹𝑏 of vertices in 𝐺 is called Full-
bipartite if two sets of vertices 𝑆1 and 𝑆2, 𝑆1 ∩ 𝑆2 = ∅,
have edges between them, where each vertex in 𝑆1 will be
connected to every edge in 𝑆2 but not within the same set.
When the core is not fully connected this will be defined as
a Near-bipartite core.

Definition 5. Star: A Star consists of one internal vertex in
set 𝑆1 connected to 𝑘 edges of other sets 𝑆𝑖+1 (spokes). A
Star is considered as a special case of a Full bipartite core.

Definition 6. Chain: A Chain is a sequence of vertices such
that all vertices have degree 2, except two of them have de-
gree 1.

Figure 1 shows examples of these structure types.
3.2. VoG Graph Summarization

The ability to summarize information about highly
connected subgraphs contained within a large graph can
greatly facilitate understanding of the graph as a whole.
Vocabulary-based summarization of Graphs (𝑉 𝑜𝐺) [9] is a
formal methodology developed for this purpose. Using a set
of terms (i.e., a vocabulary) like full-cliques, near-cliques,
full-bipartite core, near-bipartite core, stars, and chains,
𝑉 𝑜𝐺 provides a summary of the most highly connected and
frequently occurring structures in a graph. For problem
domains like social networks and communication networks,
these are typically the structures of most interest.

Algorithm 1 outlines the main steps that are performed
in 𝑉 𝑜𝐺; see [9] for a more detailed discussion. Using
graph decomposition methods, candidate subgraphs are first
generated. They are then classified as various connected
structures such as cliques, stars, and chains; if a subgraph
qualifies as more than one of these structure types, a scoring
method (based on minimum description length (𝑀𝐷𝐿)) is
used to determine which structure type that subgraph best
fits. 𝑉 𝑜𝐺 then uses another scoring system to determine
which collection of those structures best characterizes
the graph as a whole. This is called the summary model,
and could include all of the structures (PLAIN), just
the k structures with the best scores (TOP10, TOP100),
or a combination of structures whose total score is best
(GREEDY’nFORGET).
Algorithm 1 VoG

1: Input Graph 𝐺.
2: Output Graph summary 𝑀 , encoding cost.
3: Subgraph Generation. Using graph decomposition

methods, produce a set of candidate subgraphs, which
may overlap with each other.

4: Subgraph Labeling. Characterize each subgraph as
one of the vocabulary structure types.

5: Summary Assembly. From the candidate structures,
select a non-redundant subset to instantiate the graph
model 𝑀 . Utilizing a heuristic model (e.g., PLAIN,
TOP10, TOP100, GREEDY’nFORGET), the set of
structures with the lowest description cost will be se-
lected.

3.3. Proposed Algorithm
Two algorithms have been proposed here one dealing

with Sequential processing while the other dealing with Par-
allel processing
3.3.1. Sequential Algorithm

In 𝐺𝑟𝑎𝑃𝐻 , we first use 𝑉 𝑜𝐺 to identify the most highly
connected, and frequently occurring, subgraphs. That pro-
duces a set of structures (i.e., the model summary), 𝑆. Algo-
rithm 2 is then used to select a subset of 𝑆 which we call the
majority structures, 𝑀𝑎𝑗𝑆. The number of majority struc-
tures depends on the desired number of partitions, 𝑛. The 𝑛
structures in 𝑆 that have the largest number of vertices be-
come the majority structures.
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For each majority structure, Algorithm 3 is applied to 
identify the vertex that has the highest degree; in the case of 
a tie, an arbitrary choice between those qualifying vertices is 
made. These vertices of highest degree are called hotspots.
Algorithm 2 Select the Majority Structures

1: Input 𝑆 is set of structures produced by 𝑉 𝑜𝐺,
2: 𝑛 is number of desired partitions
3: Output 𝑀𝑎𝑗𝑆 contains 𝑛 structures in 𝑆 that have the

largest number of vertices
4: 𝑆𝑜𝑟𝑡𝑒𝑑𝑆 = Sort structures in 𝑆 in descending order by

number of vertices;
5: for 𝑖 = 1 to 𝑛 do
6: 𝑀𝑎𝑗𝑆[𝑖] = 𝑆𝑜𝑟𝑡𝑒𝑑𝑆[𝑖]
7: end-for
8: return 𝑀𝑎𝑗𝑆

Algorithm 3 Assign the HotSpot
1: Input 𝑆 = (𝑉𝑆 , 𝐸𝑆 ) is a structure
2: Output 𝐻𝑜𝑡𝑆𝑝𝑜𝑡 is a vertex in 𝑉𝑆 that is the hotspot

vertex for structure 𝑆 = (𝑉𝑆 , 𝐸𝑆 )
3: for 𝑖 = 1 to |𝑉𝑆 | do
4: 𝑑𝑒𝑔𝑟𝑒𝑒[𝑖] = 0
5: end-for
6: for 𝑖 = 1 to |𝑉𝑆 | do
7: for 𝑗 = 1 to |𝑉𝑆 | do
8: if there is an 𝑒𝑑𝑔𝑒(𝑖, 𝑗) in 𝐸𝑆
9: then 𝑑𝑒𝑔𝑟𝑒𝑒[𝑖] = 𝑑𝑒𝑔𝑟𝑒𝑒[𝑖] + 1

10: end-if
11: end-for
12: end-for
13: 𝐻𝑜𝑡𝑆𝑝𝑜𝑡 = 1
14: for 𝑖 = 2 to |𝑉𝑆 | do
15: if 𝑑𝑒𝑔𝑟𝑒𝑒[𝐻𝑜𝑡𝑆𝑝𝑜𝑡] <= 𝑑𝑒𝑔𝑟𝑒𝑒[𝑖]
16: then 𝐻𝑜𝑡𝑆𝑝𝑜𝑡 = 𝑖
17: end-if
18: end-for
19: return 𝐻𝑜𝑡𝑆𝑝𝑜𝑡

After assigning the hotspots, the actual partitioning com-
mences. The subgraph that will be assigned to a partition
will consist of all the vertices in a hotspot’s structure unless
that number of vertices exceeds the total number of vertices
in the graph divided by the number of desired partitions; that
is considered the ideal partition size. In Algorithm 4, we
start a depth-first search from a hotspot vertex (denoted as
Hotspot). The 𝑀𝑎𝑗𝑆 denoted in the algorithm is the set of
structures from which the hotspot was selected. There are
two discontinuation criteria for building a subgraph parti-
tion; the expansion will stop when either of those conditions
is satisfied:

1. The current size of a partition subgraph has reached
the ideal partition size.

2. The path length from the current vertex to the hotspot

has reached a maximum threshold (i.e., the total num-
ber of desired partitions).

Some vertices from the original graph may not be in-
cluded in any partition using these conditions. To handle
those cases, we perform a breadth-first search starting from
each hotspot until all nodes are included in some partition.
Algorithm 4 GraPH

1: Input Graph 𝐺 = (𝑉 ,𝐸) and 𝐻𝑜𝑡𝑆𝑝𝑜𝑡 and 𝑀𝑎𝑗𝑆
2: 𝑀𝑎𝑗𝑆 is a set contains structures that have the largest

number of vertices
3: 𝐻𝑜𝑡𝑆𝑝𝑜𝑡 is a vertex in the structure connected to the

largest number of edges
4: 𝑛 is the number of partitions
5: Output All 𝑆𝑢𝑏𝐺𝑟𝑎𝑝ℎs of 𝐺, where |𝑉 | of each sub-

graph ≥ 𝑃𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛𝑆𝑖𝑧𝑒
6: 𝑃𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛𝑆𝑖𝑧𝑒 = |𝑉 | ∕ 𝑛
7: if |𝑀𝑎𝑗𝑆𝑖| ≤ 𝑃𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛𝑆𝑖𝑧𝑒 then
8: Include all nodes of 𝑀𝑎𝑗𝑆𝑖 in 𝑃𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛𝑖
9: end-if

10: Perform 𝐷𝐹𝑆 starting from each 𝐻𝑜𝑡𝑆𝑝𝑜𝑡
11: 𝑆𝑢𝑏𝐺𝑟𝑎𝑝ℎ𝐷𝐹𝑆 ← 𝐷𝐹𝑆 result
12: Perform 𝐵𝐹𝑆 starting from each 𝐻𝑜𝑡𝑆𝑝𝑜𝑡
13: 𝑆𝑢𝑏𝐺𝑟𝑎𝑝ℎ𝐵𝐹𝑆 ← 𝐵𝐹𝑆 result
14: 𝑆𝑢𝑏𝐺𝑟𝑎𝑝ℎ ← 𝑆𝑢𝑏𝐺𝑟𝑎𝑝ℎ𝐷𝐹𝑆 ∪ 𝑆𝑢𝑏𝐺𝑟𝑎𝑝ℎ𝐵𝐹𝑆
15: return 𝑆𝑢𝑏𝐺𝑟𝑎𝑝ℎ

3.4. Computational Complexity
The complexity of one well-known partitioning method

that is considered to produce high-quality partitions,
𝑀𝐸𝑇𝐼𝑆 [6] (implemented as kmetis), is approximately
𝑂(𝑉 + 𝐸 + 𝑘 log(𝑘)) where 𝑉 is the number of nodes, 𝐸
the number of edges, and 𝑘 is the number of partitions [5].
In contrast, the complexity of 𝐺𝑟𝑎𝑃𝐻 is approximately
𝑂(𝑉 + 𝐸 + 𝑛 log(𝑛)) where 𝑉 is the number of nodes, 𝐸
is the number of edges, and 𝑛 is the number of structures.
Contributing to the overall complexity of 𝐺𝑟𝑎𝑃𝐻 is the
complexity of 𝐵𝐹𝑆 and 𝐷𝐹𝑆, which are 𝑂(𝑉 + 𝐸), and
the complexity of sorting 𝑛 structures, which is 𝑂(𝑛𝑙𝑜𝑔(𝑛)).
We are not including the complexity of the 𝑉 𝑜𝐺 processing,
which has not been published by its authors.

4. Results and Analysis
In this section we compare the results of partitioning

three datasets using 𝐺𝑟𝑎𝑃𝐻 and another well-known par-
titioning method, 𝑀𝐸𝑇𝐼𝑆, which was discussed in Sec-
tion 2. The 𝐺𝑟𝑎𝑃𝐻 algorithms presented in Section 3.2 and
3.3.1 were (collectively) implemented in Matlab and C++.
A C++ implementation of 𝑀𝐸𝑇𝐼𝑆 was downloaded from
the Karypis Lab website [5]. Our experiments were executed
on an Intel(R) Core(TM) i7-6700 CPU@3.40GHz computer
with 32 GB memory.
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4.1. Data Description
Three single undirected graphs were used to evaluate our

approach. Table 1 lists descriptive information about the
graphs. One graph was synthetically generated; a second
graph represented a two-dimensional finite element mesh;
the third graph represented a three-dimensional finite ele-
ment mesh. The last three graphs were obtained from the
Network Repository,a large comprehensive collection of net-
work graph data [13].

Table 1

Description of the Graphs Tested

Graph Name Number of Nodes Number of Edges Description

Synthetic 1565 3561 Synthetically generated

4ELT 15606 45878 2D Finite element mesh

COPTER2 55476 352238 3D Finite element mesh

web-wikipedia-link-fr 4.9M 113.1M Power-Law

road-road-usa 23.9M 28.8M Low-Degree

soc-sinaweibo 58.6M 261.3M Long-Tailed

4.2. Experiment and Results
We executed 𝐺𝑟𝑎𝑃𝐻 and 𝑀𝐸𝑇𝐼𝑆 on each of the

graphs listed in Table 1, testing seven different numbers of
partitions for each graph. The results from each test were
analyzed in terms of three different metrics: the number
of interior edges per partition (i.e., edges in a partition’s
graph), the number of exterior edges per partition (i.e.,
edges between vertices in a partition and vertices assigned
to other partitions), and the total number of edges lost (i.e.,
edges from the original graph that were not represented in
any of the partition graphs).

Seven tests were conducted to create 10, 20, 30, 40, 50,
60, and 70 partitions, respectively, of the Synthetic graph.
𝑀𝐸𝑇𝐼𝑆 failed to partition this graph into either 20 or 40
partitions; the program simply failed to return any results.
𝐺𝑟𝑎𝑃𝐻 produced results for all of the tested numbers of par-
titions for this graph. The representation of edges amongst
partitions was not well distributed when 10 partitions were
requested. Specifically, the number of interior edges in one
of those partitions was much higher than in the other parti-
tions, which was not an optimal partitioning. This was likely
due to the fact that when a hotspot is selected from a struc-
ture, if the structure can fit entirely into a partition, all nodes
from that structure automatically will be added to the parti-
tion before the depth-first search algorithm is run. This can
then prevent other partitions from growing during depth-first
search (as would be the case in unconnected components),
encouraging disproportionate partition sizes.

Because the 4ELT and COPTER2 graphs were much
larger than the Synthetic graph, we tested larger numbers
of partitions for those graphs, namely: 100, 200, 300, 400,
500, 600, and 700. For all three of the graphs listed in
Table 1, in the majority of the tests, the partitions produced
by 𝐺𝑟𝑎𝑃𝐻 had a higher number of interior edges in each
partition than the partitions produced by 𝑀𝐸𝑇𝐼𝑆. It
can be seen in Figure 2 that more edges from the original
graph were retained within the partitions produced by
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Figure 2: Interior Edges per Partition.

𝐺𝑟𝑎𝑃𝐻 . As shown in Figure 3, the 𝐺𝑟𝑎𝑃𝐻 partitioning
resulted in fewer exterior edges (between partitions) than
what occurred in the 𝑀𝐸𝑇𝐼𝑆 partitioning. Additionally,
as shown in Figure 4, 𝐺𝑟𝑎𝑃𝐻 outperformed 𝑀𝐸𝑇𝐼𝑆
in terms of reducing the total number of edges lost from
the original graph. It should be noted that as the desired
number of partitions grew, the difference in partition quality
(in terms of the three metrics) obtained from both methods
became less distinct.

Because of the use of two methods (depth-first/breadth-
first search) in𝐺𝑟𝑎𝑃𝐻 for the extension process that include
vertices in/out of partition boundaries, we also evaluated dif-
ferent variations of our method. We ran𝐺𝑟𝑎𝑃𝐻 on the three
test graphs using four different orders of processing:

• Depth-first search extension for vertices inside the par-
tition boundaries followed by breadth-first search ex-
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Figure 3: Exterior Edges per Partition.

tension for vertices outside the partition boundaries.
• Breadth-first search extension for vertices inside the

partition boundaries followed by depth-first search ex-
tension for vertices outside the partition boundaries.

• Depth-first search extension for vertices inside the par-
tition boundaries followed by depth-first search exten-
sion for vertices outside the partition boundaries.

• Breadth-first search extension for vertices inside the
partition boundaries followed by breadth-first search
extension for vertices outside the partition boundaries.

We found that more consistent partitions were obtained
(in terms of more interior edges and fewer external edges
per partition) when we utilized the depth-first search ex-
tension process for vertices inside the boundaries followed
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Figure 4: Total Edges Lost.

by breadth-first search extension processing for vertices
outside the boundaries. We also tested random assignment
of hotspots. This was found to be unreliable in generating
high-quality partitions. Interestingly, although the number
of internal edges was not balanced across partitions utilizing
randomization, 𝐺𝑟𝑎𝑃𝐻 still outperformed 𝑀𝐸𝑇𝐼𝑆 in
terms of producing partitions with more internal edges and
fewer external edges.

5. Conclusion and Future work
With the proliferation of data in our technological

world and the usefulness of modeling some problems using
graphs, it is becoming increasingly difficult to process an
entire graph dataset in memory. It is more efficient to
partition a single large graph, and process multiple smaller
subgraphs. However, in doing so, the partitioning of what
may be highly interconnected data must be done in such
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as way as to balance the work load amongst the individual 
processes, minimize inter-process communication, and 
minimize loss of information from the original dataset. The 
latter problems can occur if, in the original graph, there is 
an edge that exists between vertices assigned to different 
partitions.

Herein we have presented an algorithm, 𝐺𝑟𝑎𝑃 𝐻 , for 
partitioning a single, undirected graph. Our algorithm

strives to produce quality partitions in terms of: uniformity 
of the size of each partition, maximization of the number 
of edges from the original graph that are included in each 
partition, and minimization of the number of edges from 
the original graph that effectively exist between partitions. 
Our approach is novel; we first utilize vocabulary-based
summarization (𝑉 𝑜𝐺) to find the most highly connected 
structures, and then find the vertices of highest degree
(known as hotspots) within those structures. A benchmark
comparison of 𝐺𝑟𝑎𝑃 𝐻 with another well-known, high-
quality partitioning algorithm (𝑀𝐸𝑇 𝐼𝑆) demonstrated the 
benefits of our strategy.

In the future, we plan to explore ways to distribute or
parallelize the 𝐺𝑟𝑎𝑃𝐻 algorithms so that we can process
even larger graphs than those tested for this study. To that
end, we also may explore the use of some approximation
(e.g., sampling) methods that may increase the efficiency of
the assignment of vertices to partitions after identification of
structures and hotspots.
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