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A B S T R A C T

Today's society is heavily oriented towards digitalization, which increasingly affects the management 

of cities and services. This process is performed through the use of the Internet of Things (IoT) 

paradigm, from which arise problems related to security. In this scenario, based on the continuous 

exchange of information on the network, an increasingly significant role is played by systems able to 

guarantee data security. Protecting the modern Computer Networks could be a very complex task. In 

this paper, a methodology based on three graphic models (Context Dimension Tree, Ontology and 

Bayesian Network) is proposed. Three different models are used which use context representation 

and probabilistic approaches to predict cyber-attacks. The paper proposes, in fact, the use of Bayesian 

networks built through an ontological definition of the problem dropped on a certain context 

represented by a Context Dimension Tree. The proposed approach has been experimented in a real 

scenario providing satisfactory results. 

© 2020 KSI Research 

1. Introduction

Modern digitization allowed the development of 

increasingly smart environments capable of managing 

countless services designed for citizens. Nowadays, 

many services designed to improve users' activities are 

made available with the use of modern devices. This 

process has been made possible through the Internet of 

Things (IoT) paradigm [1], which represents a concept 

where objects and users are interconnected and 

exchange information through the Internet [2]. One of 

the particularly interesting issues of this scenario is 

represented by systems able to guarantee network 

security [3]. In particular, the security is increased 

through systems designed to control the network such 

as Intrusion Detection Systems (IDSs). IDSs are 

systems capable of analyzing every packet which is 

exchanged on the network. Those packets, containing 

the exchanged information, may contain possible 

threats that can compromise the entire network. In 

attempting to successfully identify cyber-attacks, these 

systems work through a database containing a set of 

rules used to identify security violations, basically 

comparing the content of the packets with known 

violation rules. However, this approach remains 

completely vulnerable to possible new types of attacks 

and cannot predict what may occur in the immediate 

future. Therefore, a further study of systems able to 

identify network attacks based not only on comparison 

but also on data behavior is needed. 

The aim of this paper is to propose a methodology 

capable of recognizing and dealing with problems 

related to cyber-attacks, ensuring network security. The 

proposed methodology exploits different graphic 

formalisms (Ontology, Context Dimension Tree) able 

to represent and identify problems related to security. 

This approach is based not only on the comparison of 

known threats but also on the behavior of data on the 

network trying to predict potential cyber-attacks. 

The paper is organized as follows: section two offers 

a general overview of the problem of network security 

with reference to related works; section three shows the 

proposed methodology; section four evaluates the 

performance of the system presented through a case 

study application. The article ends with the conclusions. 
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2. Background 

Internet has become a very important tool for 

institutions such as businesses, universities and public 

administration. Beyond this, the modern human being 

relies on the internet in many social and personal 

professional activities. Over the years, this type of use 

has given particular attention to the field of information 

security, in particular, the field of network security is 

concerned with defending networks from possible 

attacks, being able to recognize and classify them in 

order to mitigate risks that they involve. When we 

connect to the computer network during all our daily 

activities, we do it for the purpose of exchanging 

information. This operation, in electronic language, 

translates into packet exchange; however, these packets 

may contain malicious content that we identify with the 

name of malware. These malicious packets aim to 

establish themselves in our computer devices, extorting 

sensitive information and threatening the safety of the 

entire computer network to which the device be-longs 

[4]. Some of these use self-replicating technologies, 

therefore able to self-replicate indefinitely within a 

system by sending its replicas with the attempt to infect 

the whole system, in some cases, these malwares are 

designed to act without establishing any kind of explicit 

interaction with the user (worms). For this reason, it is 

important to prevent and protect not only users but also 

computer networks. A broad category of security 

threats falls into the Denial of Service (DoS) class; such 

attacks aim to render an IT service unusable, which, as 

we said earlier, can be crucial with respect to the formal 

fulfilment of imprints, university or public 

administration, which the system is called upon to 

perform. These types of attacks, in general, can be 

classified into three categories: 1) attacks on the system 

vulnerability, which involves sending packets to the 

most vulnerable system within the network; 2) Band 

Flooding, which involves sending a deluge of packets 

with the aim of obstructing the connection to the 

service; 3) Connection Flooding which aims to establish 

a large number of connections that keep the system 

busy, preventing connections to be established to users 

requesting services. Furthermore, these types of DoS 

attacks can be effective exploiting multiple or 

distributed sources, thus speaking of DDoS, increasing 

their danger and decreasing the possibility of detection 

and blocking. 

In literature, several papers deal with the problem of 

network security in the Internet of Things or Smart City 

fields ([5]–[7]). A common approach is to introduce of 

a Framework able to analyse networks trying to manage 

any attacks or disruption. 

Elsaeidy, in this work [8], proposes an interesting 

approach based on Deep Learning and user data 

behaviour. The aim of the approach is based on 

recognitions of patterns, which could predict potential 

cyber-attacks. In [9] is proposed an approach based on 

artificial intelligence techniques applied in industrial 

sector in order to identify any network problems or 

threat. The approach takes advantage of attacks trees in 

order to identify and design defence strategies. 

Moreover, in [10] the Hybrid Attack Graph (HAG) is 

presented, which model and combines physical and 

software component of attacks necessary for potential 

risks picture overview. Furthermore, promising results 

are provided in [11] where Data Mining techniques 

(Multilayer Perceptron, Naive Bayes and Random 

Forest) are used to determine the type of attack. 

Starting from this general overview, and taking 

advantage of the literature, it seems to be possible to 

design an approach able to integrate semantic, 

probabilistic and context aware approaches in a single 

methodology. The approach proposed in this paper 

introduces a multilevel graph approach based con 

Ontology, Bayesian Network and Context Dimension 

Tree able to perform a complete and detailed analysis 

of the network status. Taking as reference the following 

articles of literature [12], [13] it was possible to create 

a networked ontology of security suitable for the 

specific problem under consideration. This tool allows 

us therefore to have a detailed classification of the 

problem with all the possible relations capable of 

generating the inferences useful to our approach. 

Although the tree graph approach is not new in the 

application of this field [9], [11], the design of a specific 

CDT represents a novel approach to the problem. This 

tool is able to represent and manage all the possible 

contexts of the application do-main dealt with. 

Moreover, thanks to the combined use with ontology it 

is possible to apply the proposed methodology. 

 

2.1 Intrusion Detection Systems 

According to the previous paragraph, to make a 

computer network secure, we need to check all the 

packets we have exchanged. We therefore need a device 

that not only examines packet headers (such as a 

firewall, for example) but also performs a thorough and 

detailed check of the packet. Intrusion detection system 

(IDS), these systems are suspect-driven. Through them, 

it is possible, possibly, to prevent access to these 

packets [14]. These systems are used to detect a wide 

range of attacks, including network mapping, port 

scans, DoS and DDoS attacks, worms and viruses, 

application vulnerability attacks. Today thousands of 

organizations exploit this type of system in their 

institutional networks, acting as sensors that work 

together exchanging information between each other 

and communicating to the network administrator any 

suspicious activity. In general, IDS systems are 

classified as signature-based or anomaly-based 

systems. IDS based on signatures, has a database of 

attack signatures, which represents the set of rules 

concerning an intrusion activity. Operationally, this 

type of system checks each packet that passes through 

it, comparing it with the signatures in its database.  

2
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Figure 1: The System Architecture. 

IDS based on anomalies, on the other hand, collects 

traffic information trying to find anomalous flows. In 

light of this, the study of a methodology that could assist 

these security systems, thus able to recognize possible 

threats, suggest possible mitigation interventions and 

possibly foresee such phenomena based on the context, 

becomes necessary to protect the computer networks 

and their users. 

3. The Proposed Approach 

In consideration of the preceding points, the proposed 

methodology is designed to be a predictive approach 

capable of adapting to the context. This approach is 

useful in various fields [15]–[17]. In particular, this 

article presents an application of the proposed 

methodology in the field of cyber-attacks. Three graph 

approaches such as Ontology, CDT and Bayesian 

Network are exploited to detect and predict the 

occurrence of events malicious to the network that 

would compromise the service and security for users. 

Bayesian Networks are particularly useful in the 

attempt to predict specific events [18], moreover, they 

are able to interface adequately with other graph 

approaches. The CDT is a tree able to manage and 

customize information present in all possible contexts 

[19]. Furthermore, Ontologies are used for the 

representation of reality, being particularly useful and 

interfaceable with the other two graph approaches used 

[20]–[22]. 

According to the proposed approach, the two graph 

approaches, responsible for the representation of the 

context (CDT and Ontology), can be combined in order 

to obtain a list of constraints useful for the design of the 

Bayesian Networks. In detail, a recognition of all 

possible context combinations can be made through the 

CDT. These combinations of contexts are useful for 

extracting relationships through the various nodes 

represented through the Ontology view. The 

relationships extracted from the Ontological view can 

be transformed into useful constraints for the 

construction of the structure of the Bayesian Network, 

which will be improved through knowledge of the 

context. 

The figure 1 shows the system architecture, which, by 

collecting raw data, uses them to return the appropriate 

usage application. In the first phase there is the 

collection of data from the IDS and other sensors 

allocated in the computer network, which are stored 

raw. These data are harmonized and sorted in the pre-

processing phase and stored in a database that powers 

the inference engine. Inside the inferential engine are 

the three graph views previously described (CDTs, 

Ontologies and Bayesian Networks) which provide an 

interpretation of the knowledge acquired and collected 

in Knowledge Database (KDB). 

 

In practice, the detection of malicious attacks, given a 

certain context, could be done through the described 

architecture that exploits the right information 

characterized by innovative elements based on formal 

context representation, knowledge management 

organization and inferential engines. 

Information management systems require particular 

attention to the efficiency of data organization. In this 

regard, Ontologies represent a particularly suitable 

means for the organization and reuse of shared and 

collaborative knowledge, bringing advantages in terms 

of overall system efficiency [23]. The proposed system 

makes use of Context Awareness, wants to be able to 

manage real-time contextual information that could 

bring improvements in the identification and predictive 

capacity of the system. The CDT is a tree with the 

ability to represents all possible contexts, composed of 

a root node, a set of leaf nodes interconnected each 

other. The CDT’s nodes are divided in 1) Black Nodes, 
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which represents the dimension nodes of the domain; 2) 

White Nodes or concept nodes, which contains all 

dimensions values. A Context is specified as an “and” 

among different context elements where each element 

is defined as an assignment dimension_namei = value: 

several context elements, combined with each other, 

give rise to a context [24]. The proposed approach, 

moreover, takes advantage of probabilistic approach 

through Bayesian Networks, which are used to compute 

and update the probability of a given event taking 

advantage of Bayes' Theorem. 

4. Experimental Results 

The purpose of this section is to illustrate the 

experimental application of the proposed methodology 

to a real case. The methodology proposed, as previously 

mentioned, combines three approaches to graph (CDT, 

Ontology and BN) in order to provide answers in terms 

of forecasting events; in particular, in this experimental 

case the events refer to network attacks. The proposed 

approach is able to combine the CDT and Ontology 

views to extrapolate the conceptual relationships, these 

relationships are transformed into constraints and are 

used to service the construction of the Bayesian 

Network. By means of this graph, which contains all the 

relations and the relative weights between the available 

data, it is possible to predict the occurrence of an event 

as the boundary conditions vary. 

The experimental phase was conducted through the 

use of a dataset containing data from Intrusion 

Detection Systems at the service of a university 

computer network. The dataset contains over twenty 

thousand instances and represents a reduced set of the 

monitoring database at service since 2008.In particular, 

the dataset used contains over two thousand attempts to 

attack, of which only about 5% succeeded in penetrate 

the computer network. To perform the analysis of the 

proposed approach it was necessary to divide the 

dataset into training set (90%) and testing set (10%), 

this subdivision was made taking into account a balance 

between number and type of events and periods of 

intense information communication technologies 

activities. The training set is fundamental during the 

learning phase of the network structure, instead, 

through the test set, the network is validated verifying 

if it is able to correctly classify the events present in the 

test set. For the purposes of validating the model, an 

automatic network learning algorithm was chosen, and 

a comparison was made between two cases. The first 

case, which involves the use of the learning algorithm 

only to define the network structure, and the second 

case that use the proposed methodology, which 

combines the same automatic learning algorithm with a 

list of constraints coming from the combination of CDT 

and the Ontological view as described above. The 

machine-learning algorithm chosen is Hill Climbing 

with score K2 [25], which, among the various selected 

algorithms, has provided greater feedback in terms of 

Overall Accuracy in reference to our case study. The 

results obtained from the experimental case are shown 

in terms of Overall Confusion Matrix Accuracy 

Precision and Recall. The confusion matrix is a useful 

tool for representing the accuracy of statistical 

classification, through this matrix it is possible to have 

an overall view of the classification ability of the 

Bayesian Network built, furthermore it is possible to 

calculate several coefficients that help us to understand 

reliability of the Bayes Network. The coefficients used 

are the Accuracy which represents the proportion of 

events correctly classified with respect to all events, the 

Precision which can be seen as a measure of accuracy 

or fidelity of the forecasts and the Recall which can be 

seen as a measure of completeness. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

The analysis was carried out on a dataset of data from 

Intrusion Detection System monitoring a university 

network. Among the many data available, the following 

types of network attacks were selected: 

• Denial of Service (DoS) 

• Distributed Denial of Service (DDoS) 

• Spear Phishing (SPh) 

• Web Deface (WD) 

• Password Harvesting (PH) 

The aim of this experimentation phase, therefore, was 

to foresee such attacks, first through a network trained 

through a selected learning algorithm, and subsequently 

using the proposed methodology.  

As shown in Table 1, the confusion matrix of the first 

case refers to the matrix learned by means of the 

selected learning algorithm. Through this algorithm, it 

was possible to obtain a network, which is able to 

correctly classify some events, in particular many DoS 

attacks. The obtained matrix does not show excellent 

results in terms of Overall Accuracy (Table 1) and in 

terms of Precision and Recall (Table 3). 

Table 1: Confusion Matrix Case1. 

 

The Table 2 shows the confusion matrix obtained 

from the Bayesian Network Structure designed by the 

proposed approach. In fact, compared to previous case 

DDoS DoS WD SPh PH

DDoS 189 87 25 21 79

DoS 77 254 14 65 78

WD 23 94 280 46 45

SPh 45 32 42 172 88

PH 13 96 42 31 209

P
re

d
ic

ti
o

n

Reference

Overall Accuracy : 51,42%       
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(Table1), there is an increasing of the number of 

correctly classified events and a decreasing of 

incorrectly classified events. 

Table 2: Confusion Matrix Case2. 

 

This improvement can be seen in the increase of 

Overall Accuracy, which exceeds 75%, and as 

witnessed in Table 3 a significant increase compared to 

the previous case in terms of Precision and Recall. 

Table 3: Precision and Recall Parameters Case1 and 
Case2. 

 

The value of about 76% of Overall Accuracy may 

seem a reasonable result, nevertheless, compared to the 

performance of modern machine learning algorithms, it 

is not a great result in absolute terms of forecasting. 

However, another aspect related to the proposed 

methodology can be analysed, which can be 

fundamental in the attempt to classify the attacks that 

actually have been successful. This aspect was analysed 

by testing the Bayesian Network, which was learned 

through the use of the proposed methodology, through 

an ad hoc test dataset, which contains only the cyber-

attacks that penetrated the computer network. In this 

case, as can be seen in Figure 2, the system was able to 

correctly classify over 60% of the events. The result 

obtained was achieved through the system's ability to 

understand the context by classifying events, unlike 

traditional control tools, according to data behaviour. 

This aspect suggests to us that the capacity of the 

adopted methodology can be fundamental in further 

reducing the percentage of network attacks that have 

been successful in the attack of the networks, 

intervening especially where the traditional control 

system does not recognize the packets as possible 

attacks. 

 

Figure 2: Forecast Analysis on Successful Network Attacks. 

5. Conclusions 

This paper aimed to introduce and analyse the 

performance of a multi-level graph methodology for 

cyber-attacks predictions. To perform the analysis was 

used a dataset of Intrusion Detection Systems, which 

monitor the computer network at the service of a 

university institution. The dataset includes over two 

thousand attack attempts, of which about 5% defeat the 

computer network security systems. The analysis was 

conducted using part of dataset to build the Bayesian 

Network structure, which was tested with the remaining 

part of data. Therefore, was compared the performance 

of the Bayesian Network structure built through a 

machine learning algorithm and the Bayesian Network 

structure built through the proposed methodology. 

Furthermore, is evaluated the performance of Bayesian 

Network structure learned through the proposed 

methodology in predict the cyber-attack events that 

defeated the security systems of the networks. 

According to the confusion matrices (Table 1 and 

Table 2) and the results in terms of Prediction and 

Recall (Table 3), the proposed system, compared to a 

traditional structural learning algorithm, has been able 

to provide good performance in terms of Overall 

Accuracy, Prediction and Recall. The results seem not 

enough in absolute classification terms; however, the 

system strength lies in using graph approaches, which 

provide a better description of the problem allowing 

prediction and classifying of events based on data 

behaviour. In fact, the structure of the network learned 

in the second case, that is through our approach, despite 

having obtained only about 76% of accuracy, when it 

was tested with a dataset containing only the attacks on 

the computer network that actually penetrated the 

system, is was able to correctly classify over 60% of 

these events (Figure 2). 

From the analysis of the experimental data, it is clear 

that the proposed system does not want to a replacement 

of the modern Intrusion Detection Systems but can be 

adequately able to support them. In particular, the 

capacity of the proposed system lies in intervening 

against unknown cyber-attacks that could compromise 

the security of the computer network. The main 

advantages that can lead the proposed system to 

DDoS DoS WD SPh PH

DDoS 358 62 14 11 37

DoS 57 419 20 18 36

WD 18 41 348 39 24

SPh 33 12 24 216 19

PH 7 18 4 23 289

Overall Accuracy : 75,92%       

Reference

P
re

d
ic

ti
o

n

DDoS DoS WD SPh PH

Precision 47,13% 52,05% 57,38% 45,38% 53,45%

Recall 54,47% 45,11% 69,48% 51,34% 41,89%

Precision 74,27% 76,18% 74,04% 71,05% 84,75%

Recall 75,69% 75,91% 84,88% 70,36% 71,36%

Case 1

Case 2

5
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improve its efficiency are two: the amount of data and 

the use of graph formalisms. In particular, as the 

number of data increases, the system is able to build 

Bayesian Network structures more reliable and able to 

provide more accurate results. The use of graph 

formalisms of the proposed approach, such as 

Ontologies, enable our system to communicate with 

other similar systems, exchanging useful information 

and knowledge that could lead the system to a 

continuous improvement. 
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ABSTRACT
The automatic discovery from data of Functional Dependencies (FDs), and their extensions Relaxed
Functional Dependencies (RFDs), represents one of the main tasks in the data profiling research area.
Several algorithms that deal with the “complex” problem of discovering RFDs have been recognized as
a fundamental tool to automatically collect them starting from data. Moreover, the characteristics of
scenarios involving “big” data require also profiling tasks to evolve towards continuous ones, which
must be capable to dynamically collect and update the set of holding RFDs on the analyzed data.
In this context, one of the most critical scenarios is represented by the possibility to discover RFDs
over data streams. Nevertheless, although the main goal of discovery algorithms is allowing for fast
execution processes, to enable the analysis of the resulting RFDs, it is necessary to also devise methods
to continuously monitor discovery results. Thus, one of the main goals is to reduce the users’ effort
in moving in and out the possible huge quantity of holding RFDs. To this end, in this paper, we
present DEVICE, a tool for continuously monitoring resulting RFDs during the execution of discovery
processes. In particular, it permits to analyze the evolution of results by using a lattice representation
of the search space. Moreover, zooming and filtering functionalities enable the user to focus the
analysis on a specific portion of the search space. The effectiveness of the proposed tool has been
evaluated in a scenario studying the application of different discovery strategies over a well-known
and real-world dataset.

© 2020 KSI Research

1. Introduction
Collecting metadata from big datasets is the goal of the

data profiling research area, in which the discovery of func-
tional dependencies (FDs), and their extensions relaxed func-
tional dependencies (RFDs) represents one of its fundamental
tasks. This kind of semantic property describes relationships
among database attributes, which might be exploited in sev-
eral advanced database operations, such as query optimiza-
tion, data cleaning, and so forth. In particular, RFDs relax
some constraints of canonical FDs by admitting the possi-
bility for a dependency to hold on a subset of data (also re-
ferred to as RFDs relaxing on the extent), and/or by relying
on approximate paradigms to compare pairs of tuples (also
referred to as RFDs relaxing on the attribute comparison) [7].

Although the problem of discovering FDs and RFDs from
data is extremely complex, the recent definition of efficient
algorithms enabled their discovery from “big” datasets. Among
these, it is worth to mention [20, 26, 22] for FD discovery,

lcaruccio@unisa.it (L. Caruccio); scirillo@unisa.it (S. Cirillo)
ORCID(s):

and [15, 25, 4, 7] for RFD discovery. Moreover, recent pro-
posals dealt with incremental or continuous data profiling
scenarios [23, 3, 2]. The latter are particularly useful in cur-
rent application scenarios, such as big data analytic tasks, in
which the possibility to learn predictive models from data
requires to dynamically profile data streams and learn mod-
els from them. To this end, it is necessary to devise methods
and tools capable of visualizing the dynamic evolution of the
discovery results characterizing the profile of a data stream,
and/or of the predictive models of interest. Indeed, a proper
analysis of how RFDs change over time cannot be accom-
plished by looking at such a huge number of holding RFDs
that change very rapidly.

We particularly focus on such kind of scenarios, where
the goal is to get holding RFDs even when the input data
dynamically change over time, permitting the discovery of
RFDs also from data streams. The latter scenario imposes
different emerging research challenges, such as the neces-
sity of enabling user i) to continuously monitor and rapidly
visualize discovery results, ii) to analyze how a discovery
process browses the search space according to data are get-
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ting in, and iii) to easily interact with specific portions of
the search space, entailing the focus on a specific portion of
results.

To this end, in this paper, we present DEVICE (DEpen-
dencies VIsualizer on lattiCE), which permits to monitor the
set of RFDs extracted from data streams through a lattice rep-
resentation. Moreover, DEVICE enables the user to interact
with the discovery results by zooming on the search space
and/or filtering results according to specific attributes. Fi-
nally, results can be also filtered according to RFD thresh-
old settings. From an architectural point-of-view, DEVICE
is scalable towards all possible (incremental) RFD discovery
algorithms, also thanks to an input driver connector module
devoted to the parsing of input data, so enabling the stan-
dardization of discovery results.

The paper is organized as follows. Section 2 describes
related visualization approaches and tools. Section 3 presents
the theoretical foundations of RFDs and the representation
used to model the search space of the discovery problem.
Section 4 presents DEVICE, whereas Section 5 reports an ex-
perimental case study on the application of different discov-
ery strategies over a real-world dataset. Finally, summary
and future directions are included in Section 6.

2. Related Work
Big data visualization is an important research area in

which themain goal is to provide effective visualization tech-
niques capable to describe data into their “big” and challeng-
ing contexts [21, 13]. In fact, not only the dynamic nature
of data increases the complexity of design choices, but also
the necessity to provide insights to users in real-time and to
enable effective interactions with graphical components.

More specifically, there are several contexts in which it is
important to improve the understanding of algorithm/model
results and characteristics, such as the data mining [12, 11],
data privacy [10, 17], and the deep learning [8]. To this
end, in the literature, many approaches and tools have been
proposed. Among these, it is worth to mention Association
Rules (ARs) visualization approaches, since the concept of
AR is somehow related to that of RFD. Effective examples
are i) the tool in [24], which provides multiple views to vi-
sually inspect the overall set of ARs, and ii) the hierarchical
matrix-based visualization technique presented in [9].

Concerning the discovery of RFDs, the availability of ef-
ficient RFD discovery algorithms yields the necessity toman-
age big result sets of RFDs, most of which differ only for
some values of relaxation parameters. However, recently
such algorithms are becoming capable to scale over big data
sources, but there are no many solutions in the literature
for handling the complexity related to the visualization of
a possible huge number of discovered RFDs. Among these,
one of the most effective platforms for data profiling is the
Metanome project [18], which embeds several algorithms to
automatically discover complex metadata, including func-
tional and inclusion dependencies. Moreover, it embeds var-
ious result management techniques, such as list-based rank-
ing techniques, and interactive diagrams of discovery results.

Another representative scalable platform for analyzing data
profiles is Metacrate [14], which permits the storage of dif-
ferent meta-data and their integrations, enabling users to per-
form several ad-hoc analysis. In this context, the first pro-
posal for visualizing large sets of RFDs is described in [6]. It
presents several metaphors for representing RFDs at different
levels of detail. Starting from a high-level visualization of
attribute correlations, details are interactively revealed, also
including details on the relaxation criteria.

Although all of the above approaches represent effective
tools to visualize and explore properties and metadata after
the execution of mining/discovery algorithms, a recent pro-
posal goes beyond the only result visualization problem [1],
since it allows users to explore how RFDs change over time,
and to perform result comparisons among different time-slots.
The latter approach shares similar goals to our proposal. Nev-
ertheless, it is mainly focused on the analysis of temporal
trends related to the number of discovered RFDs. Instead,
DEVICE is able to represent how discovery results change
into the search space. This characteristic makes it also use-
ful for the analysis of how different algorithms browse the
search space.

3. Background
Before describing the proposed tool we will review some

background definitions on the concept of RFD and the graph
lattice representation.

A relational database schema is defined as a collection
of relation schemas (R1,…, Rn), where each Ri is definedover a set attr(Ri) of attributes (A1,…, Am). Each attribute
Ak has associated a domain dom(Ak), which can be finite orinfinite. A relation instance (or simply a relation) ri of Riis a set of tuples such that for each attribute Ak ∈ attr(Ri),
t[Ak] ∈ dom(Ak), ∀ t ∈ ri, where t[Ak] denotes the projec-tion of t onto Ak. A database instance r of is a collection
of relations (r1,…,rn), where ri is a relation instance of Ri,for i ∈ [1, n].

Aiming to improve the quality of database schemas and
to reduce manipulation anomalies, in the context of rela-
tional databases, functional dependencies (FDs) have been
used as means to guide data normalization processes. In par-
ticular, an FD over database schema is a statementX → Y
(X implies Y ) defined between two sets of attributesX, Y ⊆
attr(), such that, given an instance r of , X → Y is sat-
isfied in r if and only if for every pair of tuples (t1, t2) in
r, whenever t1[X] = t2[X], then t1[Y ] = t2[Y ]. X and Y
represent the Left-Hand-Side (LHS) and Right-Hand-Side
(RHS) of the FD, respectively.

Starting from the canonical definition of FD over 35 ex-
tended definitions have been provided in the literature, which
have been generalized under the concept of relaxed func-
tional dependency (RFD) [7]. In particular, RFDs enable the
consideration of some relaxation criteria, which can lead to
i) the consideration of similarity/difference constraints as at-
tribute comparison method, and/or ii) the possibility that the
dependency might hold for a subset rather than all the tuples.
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RFD definition. Consider a relational database schema
, and a relation schema R = (A1,… , Am) of . An RFD
' applied on Dc ⊆ dom(R) is denoted by

XΦ1
Ψ≤"
←←←←←←←←←←←←←←←←←→ YΦ2 (1)

where
• Dc =

{

t ∈ dom(R) |
m
⋀

i=1
ci(t[Ai])}

with c = (c1,… , cm), and each ci is a predicate on
dom(Ai);

• X = B1,… , Bℎ and Y = C1,… , Ck, with X, Y ⊆
attr(R) and X ∩ Y = ∅;

• Φ1 =
⋀

Bi∈X
�i[Bi] (Φ2 = ⋀

Cj∈Y
�j[Cj], resp.), where

�i (�j , resp.) is a conjunction of predicates on Ci (Cj ,resp.) with i = 1,… , ℎ (j = 1,… , k, resp.). For
any pair of tuples (t1, t2) ∈ dom(R), the constraint
Φ1 (Φ2, resp.) is true if t1[Bi] and t2[Bi] (t1[Cj] and
t2[Cj], resp.) satisfy the constraint �i (�j , resp.) ∀
i ∈ [1, ℎ] (j ∈ [1, k], resp.).

• Ψ is a coverage measure defined on dom(R), quanti-
fying the amount of tuples violating or satisfying '. It
can be defined as a functionΨ ∶ dom(X)×dom(Y )→
ℝ+, where dom(X) is the cartesian product of the do-
mains of attributes composing X.

• " is a threshold indicating the upper bound (or lower
bound in case the comparison operator is ≥) for the
result of the coverage measure.

Given r ⊆ Dc a relation instance on R, r satisfies the
RFD ', denoted by r ⊧ ', if and only if: ∀ t1, t2 ∈ r, if Φ1indicates true, then almost always Φ2 indicates true. Here,
almost always is expressed by the constraint Ψ ≤ ".

As an example, in a database of publications, it is likely
to have a similar Affiliation for authors with the same Email
address and similar Name. In particular, the functional de-
termination should tolerate possible exceptions since authors
might change affiliation over the years. This can be modeled
by means of the following RFD:

Name≤4,Email≤0
 (Name, Email, Affiliation)≤0.03
←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ Affiliation≤5

where the comparison constraints (�1, �2, and �3) use theedit distance as function, the ≤ as comparison operator, and
4, 0, 5 as thresholds for Name, Email, and Affiliation, respec-
tively. In general, the search space of the dependency dis-
covery strategy can be modeled as a graph representation of
a lattice, which is partitioned into levels where level Li con-tains all attribute combinations of size i. Each node in the
lattice represents a unique set of attributes, and it is linked
to nodes that contain a direct superset or subset of attributes.
In other words, each edge refers to the inclusion relation be-
tween two attribute sets. Thus, a lattice permits to consider

candidate RFDs at each level in terms of lattice’s edges, al-
lowing to represent the LHS and the RHS of an RFD [19].
It is worth to notice that this representation is complete for
FDs and RFDs relaxing on the extent. In fact, to discover RFDs
relaxing on the attribute comparison it is necessary to also
consider all possible dispositions of similarity/distance con-
straints among attributes included in a combination. Never-
theless, for this kind of RFDs we simplified the representa-
tion by visualizing the presence of an RFD as an edge in the
lattice when there exists at least one valid RFD involving the
same attribute combinations.

More formally, let R = A1,… , Am be a relation schema
with m attributes. The corresponding graph representation
of lattice will contain a collection of attribute sets, where
Level 0 contains the empty set, Level 1 singleton sets, one
for each attribute, Level 2 the pair sets, one for each possible
combination of two attributes, and so forth. Finally, the last
level, namely Level M, will contain a single set of all the
attributes from R. A lattice edge links two attribute sets on
two adjacent lattice levels. For instance, letAB andABC be
attribute sets on Level 2 and Level 3, respectively, then the
edge e(AB,ABC) represents the candidate AB → C .

The number of RFDs holding on a given set of data can
be very huge, especially when relaxation criteria settings in-
crease. Thus, aiming to provide compact representation on
where the holding RFDs converge in the search space, we
propose DEVICE, which is described in the next section.

4. A tool for analyzing RFDs during discovery
processes
In this section, we describe DEVICE. It enables monitor-

ing of RFDs validated during the execution of a discovery
algorithm. In particular, we first present the system archi-
tecture (Section 4.1), and then provide details on the visual
interface (Section 4.2), and the interactions that a user can
perform (Section 4.3).
4.1. System architecture

Monitoring the RFD discovery results during the execu-
tion of discovery algorithms is a complex problem. In fact, it
is necessary to deal with several issues that affect the choices
of the system architecture: i) the existing discovery algo-
rithms are based on different technologies and frameworks,
so requiring the integration of at least one module to adapt
the system to the different algorithms; ii) the presence of
multiple visualization components expects frequent updates
in a short time, and iii) the number of dependencies pro-
cessed can be large at any instant of time. For these rea-
sons, we proposed a modular client-server architecture for
enabling users to monitor discovery algorithms during their
executions, and interact with the results through a responsive
visual interface. The architecture of the DEVICE is shown
in Figure 1. In detail, the architecture is composed of sev-
eral standalone modules, which share information with other
ones by exploiting the JSON standard. This type of solution
allows DEVICE to ensure high component modularity and
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<<device>>
:UserClient

<<device>>
:RethinkDB

<<device>>
:RethinkDB	Server

<<database>>
		Realtime	DB

<<device>>
:RethinkDB	Brokers	Container

RethinkDB
Broker	1

RethinkDB
Broker	2

RethinkDB
Broker	3

<<execution	environment>>
:WebServer	{Node.JS}

View

Controller

Model

<<DB	Driver>>
RethinkDB.JS

<<Web	Browser>>

RealTime	
Visualization
Manager

<<protocol>>
HTTP

<<device>>
:Python	Server

Lattice	
Generator

<<protocol>>
HTTP

Figure 1: The system architecture of device.

Figure 2: An example of lattice visualization.

maintainability, with the aim of updating or replacing any
back-end module by simply adapting its output according to
the JSON standard defined for the interaction.

The interface module on the client-side communicates
with two different back-end subsystems. The first one allows
DEVICE to automatically generate a lattice representation in
JSON format by only considering the number of attributes.
The set of nodes contains all the possible combinations of
attributes on the lattice, while the set of edges contains all
the existing links between two nodes of successive levels.
The Lattice Generator Server receives a request containing
the number of attributes for the lattice, creates the JSON, and
returns its representation to DEVICE.

The second subsystem allows DEVICE to communicate
with the discovery algorithms by exploiting a set of distributed
message brokers. In particular, DEVICE is a web application
distributed on multiple Node.JS server instances, which ex-
ploits the scalability of this technology combined with the

speed of the RethinkDB1 real-time database, to create a low
latency and high-performance application. Although the ar-
chitecture ensures flexibility, to make DEVICE compatible
with most FD and RFD discovery algorithms, it has been nec-
essary to integrate several communication modules to adapt
the syntax of the dependencies of each algorithm, and to con-
tinuously monitor the results of each execution. To this end,
the Input Driver Connector receives the dependencies from
the algorithm, manipulates their syntax, and extracts a JSON
version so as to store it in RethinkDB. The latter provides
an internal set of message brokers that continuously store
and send messages to the instance of Node.JS servers. The
Real-Time Visualization Manager listens for messages from
brokers, and decides which visual component manipulates
in the interface.

As said before, the proposed tool is also able to han-
dle continuous discovery algorithms [16] and therefore it re-
quires tomaximize fluidity and tominimize processing times

1https://rethinkdb.com
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Figure 3: The visual interface of device during the execution of a discovery process.

within the visual interface. Thus, all selected technologies
for both client- and server-side support real-time updating of
data.
4.2. RFD Visualization

Due to the possible huge number of holding RFDs on a
given set of processed data, systems for RFD visualization
should enable users to analyze results in a compact way, by
also giving the possibility to interact with them. For this
reason, a static representation of discovery results after the
execution of algorithms limits the analysis of how depen-
dencies evolve over time, which is particularly interesting in
dynamic contexts, like in the case of data streams.

The dynamic representation of a large portion of data re-
quires the application of interactive graphs, capable of high-
lighting how information change over time. Hence, a dy-
namic visual representation of the search space has been im-
plemented through a lattice graph representation. It enables
a compact visualization on how holding RFDs converge into
the search space (see Figure 8). As said before, the lattice
permits to show candidate RFDs through the lattice edges,
which connect attribute combinations differing by an attribute,
so to represent in a compact way the LHS (common attributes)
and the RHS (different attribute) of a candidate RFD. The lat-
tice graph is responsible for displaying information about the
candidate RFDs that have been validated during a discovery
process. As shown in Figure 3, the lattice graph can show
different colors during the execution of a discovery process.
In particular, an edge is green when the corresponding can-
didate RFD has been evaluated and validated by the discovery
algorithm. Instead, it assumes a red color when the RFD has
been evaluated, but it is not valid. Finally, yellow edges rep-
resent candidate RFDs that are being analyzed. Aiming to
emphasize the current validation results, DEVICE also uses
colors for lattice nodes. In fact, a node assumes the same

color as the last analyzed candidate RFD involving it.
It is worth to notice that, although we expect that differ-

ent algorithms produce the same resulting set of discovered
RFDs, when they analyze the same data, it is not obvious
how they move in the search space. Thus, DEVICE enables
the comparison among different discovery algorithms and
the analysis of possible bottlenecks during their execution
on a given set of data.

The visual interface of DEVICE also provides different
gadgets enabling users to interact with the lattice graph. More-
over, the vectorial representation of the graph also permits
to zoom on or move each lattice component without losing
the quality of the representation. Details on how users can
interact with the lattice graph are provided in the following.
4.3. Interaction in depth

As mentioned above, aiming to emphasize the discovery
results to a specific part of the search space, users can inter-
act with the lattice graph by simply zooming on a specific
part of the search space, or by moving its components into
the visual interface. To this end, the user places the mouse
pointer in correspondence with a lattice node and drags it
in another place. Consequently, also edges linked to it are
deformed by following the movement. Moreover, it is pos-
sible to filter out some nodes, so reducing the representation
of the search space, by using the button list on the top-right
of the visual interface (also shown in Figure 4(a)). In par-
ticular, each button represents an attribute of the analyzed
data, and the user can select/deselect each of them to be in-
cluded/excluded during the monitoring process. By default,
all attributes appear in the search space. As an example, Fig-
ure 5 shows how the lattice is changed after the exclusion of
the node A.

Concerning the RFD settings, DEVICE permits to visu-
alize discovered RFDs by filtering results according to spe-
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(a) Button list enabling the filtering of nodes in the lattice.

(b) Slider to define the range for the extent threshold.

(c) Slider to define the range the the comparison thresholds.

(d) Storing and execution icons.

Figure 4: device gadgets to interact with the lattice graph.

cific relaxation parameters. Figure 4(b) highlights a slider
that enables the user in the definition of a specific range for
the coverage measure threshold. In this way, lattice com-
ponents’ colors appear in accordance with the validation of
RFDs having a satisfiability degree that meets the specified
range bounds. Similarly, it is possible to filter out validation
results in accordance with a range of thresholds composing
difference constraints for the relaxation of the attribute com-
parison method (see Figure 4(c)). In particular, the bounds
defined through the slider represent the range of possible
thresholds thatmust appear on each attribute involved in can-
didate RFDs. However, as mentioned above, for sake of sim-
plicity, a lattice edge is colored when at least one candidate
RFD satisfies difference thresholds bounded by the range.
Sliders are particularly useful for the analysis of RFD dis-
covery results. In fact, with simple interactions, the user can
evaluate how the set of holding RFDs can change as the relax-
ation settings are modified. Moreover, it is worth to notice
that the interaction with sliders is enabled on the basis of the
monitored algorithm. For instance, when a FD discovery al-
gorithm is monitored, then sliders are set to [0, 0] and cannot
be modified. In this way, no errors and an exact comparison
method (difference equal to 0) are admitted as RFD relax-
ation settings to represent FDs. In general, the same ranges
are also used by default on both sliders, and it is possible
to interact with them in accordance with the RFD category a
discovery algorithm is devoted.

Figure 5: The visual interface of device after filtering out the
attribute A.

Finally, the icons in Figure 4(d) enable the interaction
with the monitored execution and the downloading of the
lattice graph in several formats. In particular, the first two
icons permit to upload or download the discovery results in a
JSONfile, respectively. The third and fourth icons enable the
user to interact with the monitoring process. More specifi-
cally, the third icon permits to refresh the monitoring, by
cleaning the lattice representation, and the fourth one gives
the possibility to reload the lattice representation of the last
execution of a discovery algorithm. Moreover, the colored
lattice representation can be downloaded as an image in the
.png or .svg format by using the second-last and the last icon,
respectively.

5. Monitoring discovery algorithms
In this section, we show the effectiveness of DEVICE on

different algorithms, by considering two different case stud-
ies on real-world datasets and on real sensor-based streams,
with the aim of analyzing how metadata evolves over time.
Moreover, a demonstration video of DEVICE2 allows us to
show how the users can interact with the tool during moni-
toring processes.
5.1. Case study on a real-world dataset

In order to verify the effectiveness of DEVICE on a real
scenario, we analyzed discovery results on a real-world dataset.
We selected two different discovery algorithms to analyze
how their discovery strategy browses the search space, aim-
ing to extract the holding RFDs.

The first algorithm involved in our evaluation is the ge-
netic algorithm proposed in [5]. This type of algorithm has
the potential to effectively tackle the problems arising in RFDs
discovery, since they are particularly efficient for global searches
in large search spaces by exploiting operations inspired to
natural species evolutions, such as natural selection, crossover,
andmutation. The discovery process starts with a population
of RFD candidates which is randomly generated during the
initialization phase and evolves by stochastically selecting

2https://youtu.be/QC2FjF50A60
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(a) 25% execution of the incremental algorithm (b) 50% execution of the incremental algorithm

(c) 75% execution of the incremental algorithm (d) 100% execution of the incremental algorithm

Figure 6: Monitoring the incremental discovery algorithm during its executions.

multiple candidates from the current population. The algo-
rithm exploits a fitness function to quickly validate each RFD
and select the ones to involve during the evolution phases.

The second algorithm exploits incremental discovery strate-
gies to extract functional dependencies from static and/or dy-
namic datasets [3]. Unlike the genetic algorithm, the incre-
mental approach takes in input a set of candidates valid at
a given instant of time, and returns the dependencies valid
after updating at least one tuple. However, during the initial
execution, the algorithm starts by considering the set of FDs
candidates at the lower level of lattice, i.e. all the FDs with a
single attribute on the LHS, and performs an upward search
strategy of the lattice.

According to the characteristics of the considered algo-
rithms, and to make processes comparable, we set parame-
ters of genetic algorithm to discover canonical FDs. In par-
ticular, we choose the above-mentioned types of algorithms
since they both use several iterations to get results. Never-
theless, their nature is quite different since the genetic algo-
rithm analyzes new RFD candidates at each iteration by al-
ways considering the complete set of tuples; instead, the in-
cremental algorithm analyzes new tuples at each iteration by
considering the RFDs holding at the previous iteration (time-
instant). Our aim is to show the usefulness of DEVICE in
helping users to get insights on how algorithms can explore
the search space.

Although these algorithms have been created with two
different technologies, the Input Driver Connector allowed
us to quickly adapt their output modules to DEVICE. In fact,
this enabled us tomonitor their executions on the same dataset,

and compare how they browse the search space. To perform
our evaluation, we ran each algorithm on the Iris dataset by
automatically storing the screen of the lattice approximately
every 1 second. Each screen represents the status of the lat-
tice at any instant of execution time. For the sake of clarity,
we only report the screens at 25%, 50%, 75%, and 100% of
their executions (Figures 6 and 7).

More specifically, figures 6(a) and 7(a) show the evolu-
tion of the discovery process for the incremental and genetic
algorithms, respectively, at the 25% of their executions. We
can notice the difference between the two discovery strate-
gies. In fact, the genetic algorithm starts to consider candi-
dates in the middle of the lattice, and next perform a random
upward search. However, the incremental algorithm first se-
lects candidates from the lowest level, then goes up by per-
forming a targeted search.

Another relevant difference between the two search strate-
gies concerns the validation strategy of the candidates. In
fact, the genetic algorithm exploits an a posteriori valida-
tion strategy of the RFD candidates, which allows to define
the first valid and invalid dependencies only after 50% of the
execution (Figures 7(b), 7(c), and 7(d)). On the contrary,
the incremental algorithm updates the RFDs validated at the
earliest executions according to the dynamic change of the
dataset, and exploits this information to move on the search
space (Figures 6(b), 6(c), and 6(d)). However, as expected
when algorithms end the executions (Figures 6(d) and 7(d))
they obtain the same set of resulting RFDs.

DEVICE provides a concrete representation of the discov-
ery algorithms, allowing users and domain experts to easily
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(a) 25% execution of the genetic algorithm (b) 50% execution of the genetic algorithm

(c) 75% execution of the genetic algorithm (d) 100% execution of the genetic algorithm

Figure 7: Monitoring the genetic discovery algorithm during its executions.

monitor each execution phase, and to concretely compare the
different search strategies.
5.2. Case study on a real-world data stream

In our last experiment, we show the usefulness of DE-
VICE on a real-world data stream. In particular, we executed
the algorithm in [3] on data from 1, 000 real sensors spread
throughout Italy, made available by the Openweathermap
portal3. These types of sensors share information about the
weather forecast during the day. The data are frequently up-
dated based on global and local weather models, satellites,
radars, and a vast network of weather stations. In particular,
we selected the following 8 attributes from the data stream:

• Temperature represents the temperature value in the
Kelvin scale (K);

• Feels_like represents the human perception of weather
in Kelvin scale (K);

• Sea_level represents the atmospheric pressure on the
sea level (hPa);

• Grnd_level represents the atmospheric pressure on the
ground level (hPa);

• Humidity represents the rate of humidity;
• Date represents the date of the weather forecast;
• Weather represents the weather condition (e.g. Rain,

Snow, Extreme, etc.);
3https://openweathermap.org/

• Clouds_percentage represents the rate of cloud cover.
We considered a single execution of the algorithm on

weather data streams lasting 4 days. The execution involved
over 40, 000 tuples shared by over 1, 000 sensors. During
the test, DEVICE continuously monitored the progress of the
discovery algorithm, also storing the results and its status for
different time intervals. Figure 8 shows the resulting FDs for
each time interval. We can notice that the number of result-
ing FDs has a negative trend since the continuous insertion of
new tuples has lead to many invalidations. Moreover, the al-
gorithm in [3] incrementally discovers FDs, which require to
be validated on the entire stream. This means that the initial
number of FDs, i.e. dependencies involving few attributes,
will probably evolve as the algorithm considers new tuples.
To get some insights on the FD validation trend, DEVICE al-
lows us to interact with its interface and explore the search
space to concretely analyze how FDs evolved in this process.

Figure 9 shows the details of the discovery process by
considering three different time intervals, 3, 48, and 96 hours,
respectively. As expected, DEVICE shows that the algorithm
has a large variation in the number of FDs after 3 hours and a
small number of invalid FDs (Figure 9(a)). Moreover, as we
can see, a relevant part of the search space has not been ana-
lyzed. This is due to the fact that the discovery strategy has
already validated some minimal FDs, avoiding the analysis
of candidates that can be directly inferred. Figure 9(b) and
9(c) show that many of the FDs validated after 3 hours, have
been invalidated. Moreover, Figure 9(c) shows that the algo-
rithm also analyzed many of the candidate FDs in the search
space not analyzed before. This is due to the invalidation of
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Figure 8: Resulting rfds from the executions on real streams.

many dependencies on the right side of the search space. In
fact, after 96 hours, only 14 FDs have been validated.

The evaluation performed on these real-world streams
permits to understand how this kind of tool is able to sup-
port users and domain experts in the analysis of correlations
holding on data streams. In fact, at each instant, an expert
can concretely visualize and evaluate discovery results, and
s/he can also monitor the evolution of holding RFDs over
time. Moreover, the different gadgets embedded in DEVICE
support users to interact with results during the monitoring
process. For instance, the zoom feature (see Figure 9(d))
permits to focus the monitoring only on a specific part of
the search space; instead, the filter feature (see Figure 9(e))
permits to isolate a specific set of RFD candidates. These
two features enable to perform detailed analysis in order to
consider the possibility to re-execute discovery processes on
the same stream configurations, but with a reduced set of
attributes. In general, these kinds of interactions could al-
low users to reduce the complexity of the analysis especially
when they have to monitor big datasets and/or data streams.

6. Conclusion and Future Directions
Information visualization techniques aim, among others,

to facilitate analytical processes and to reduce their interpre-
tation complexity by exploiting, possibly specific or novel,
visual representations. Nevertheless, the current big data
contexts entail several challenging scenarios, where data are
dynamically produced. In particular, in the context of de-
pendency discovery from data streams (i.e., continuous pro-
filing), dynamic data might produce the evolution of many
FDs and/or RFDs. Thus, it is necessary not only to adequate
discovery algorithms to fast execution processes, but also to
allow users to analyze holding RFDs, and how they change
over time. To this end, we have proposed the tool DEVICE,
which relies on a lattice graph representation of the search
space to let users actively visualize holding RFDs in a com-
pact way during the execution of (incremental) RFD discov-
ery algorithms. DEVICE also represents a useful means to
compare different discovery algorithms, and to analyze how
they browse the search space.

In the future, we would like to test the usability of DE-

VICE, by involving domain experts and scientists in the inter-
pretation of discovery results on both incremental scenarios
and algorithm comparison tasks. Thus, based on these re-
sults, we would like to extend DEVICE to better support its
usefulness in the analysis tasks. Moreover, we would like to
lighten the representation of the search space, when it has to
represent big datasets. To this end, we are working on differ-
ent grouping functionalities, which would enable the lattice
graph with the possibility to dynamically change its shape
according to the RFDs validated over time.
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A B S T R A C T
 

The evolution of the software architecture has been progressively shifting to emphasize modularity, 
isolation, scalability, agility, and loose coupling. Service-oriented architecture (SOA) has started to 
gain popularity in this direction. Micro-services are a lightweight SOA that aim to largely scale 
applications while ensuring isolation and distribution. Modularity is sometimes left behind or difficult 
to achieve with fine-grained distribution of programmer responsibilities. In this paper, we propose an 
automatic modularity enforcement (AME) framework during the software development life cycle 
(SDLC) through intermediate representation. Our idea was inspired by automatic software 
development for building a scalable application. We implemented this framework to support visual 
software development using the Java Spring Boot Micro-service tool. 

 © 2020 KSI Research 

1. Introduction

Software architecture reflects the definition of all
interacting components in the system for satisfying 
customers’ requirements. Nowadays, analytic 
applications largely increase the criticality of the 
software quality and scalability. In the micro-service 
paradigm, scalability and isolation are improved 
through dividing a large application service into several 
sub-services, which are independently deployed and 
communicated through interfaces via standard data 
formats and protocols such as XML, HTTP, etc. [1]. 
Each sub-service implements the partial functionality of 
the entire system. 

The majority of a software system is divided into 
several modules during the design. However, 
modularization has always been one of the greatest 
challenges in software architecture design. Enforcing 
modularization can also be considered as an NP-hard 
problem for programmers [2]. Modularization separates 
the program’s functionality into several modules. Each 
module is independent and interacts with each other. 
Inadequate modularization can easily influence the 

distribution, persistence, isolation, and even the overall 
software quality. For programmers, modularization is a 
key but challenging principle. The complexity of 
modern software systems makes them much harder for 
programmers to understand and maintain, especially 
with respect to scalability. Modularization can allow for 
decomposition of the software system to reduce the 
complexity and improve the maintainability. 
Furthermore, modularity can make the application more 
tolerant of uncertainty. 

To ensure the continuous delivery of trustworthy and 
high-quality software systems while reducing the 
burdens on programmers, automation in software 
development has become important. Many efforts have 
been made in recent years in automation of the software 
development process under three categories: Rapid 
Application Development (RAD) [3] [4], Code 
generation [5], and Model-Driven Architecture (MDA) 
[6] [7]. In object-oriented programming, modularity
and encapsulation are closely tied to each other and play 
dominant roles. Enforcing modularity can limit the
propagation of program errors and establish software
maintainability. The mechanism of automatic module
enforcement (AME) allows the program modules to be
developed in a customized and organized way. AME
sets more constraints in order to keep consistency and
cohesion in the entire software system design. In this
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paper, we propose an automatic module enforcement 
framework that automatically generates and enforces 
the modularity in software development from the 
software system design. This framework is flexible and 
agile for adapting into other programming languages. 
The contributions of this paper are as follows: 

1. We developed a new time-critical application 
design system that specify different interaction 
patterns among components in the software system 
design.  

2. We proposed an automatic modularity 
enforcement (AME) framework using the concept of 
micro-service architecture to generate and reinforce 
the module’s functionality and cohesion.  

3. We implemented our framework on a well-
defined experimental system using the Java Spring 
Boot developing template.  

2. Related Work  

2.1 Service-Oriented Architecture (SOA) 
Enterprises have increased their demand for flexible, 

efficient and extendable architecture paradigms in the 
current highly competitive software market. SOA is a 
service-based architectural style that usually is viewed 
as a black box that may have many underlying services 
[8], but brings many significant benefits to Enterprises 
in the way of flexibility, agility and high degree of 
collaboration between business and IT. The flexibility 
of SOA demonstrates how legacy applications can 
easily integrate with new applications. SOA has the 
ability to quickly respond to ever-changing 
requirements and demands. The main goal of SOA is to 
support a business process that reflects their 
collaboration. 

The communications in a SOA commonly utilize 
WSDL (Web Service Description Language), UDDI 
(Universal Description Discovery and Integration), and 
SOAP (Simple Object Access Protocol) among Service 

Provider, Service Broker and Service 
Requestor/Consumer (Fig. 1). Service Provider offers a 

variety of different services that are ready to use. 
Service Requestor demands the services. Service 
Broker is a service registry for connecting the Service 
Provider and Service Requestor. 

The limitations of the SOA are also obvious. The 
communications between services mainly depend on 
message passing, which can easily become 
overwhelming when applications require heavy data 
exchange. The connections are exponentially increasing 
for a server due to transmission protocols, and SOA is 
costly in deployment and human resources. 

2.2 Monolithic vs. Micro-service 
Architecture 

The waterfall development model and associated 
technology are representations of traditional software 
development processes, which usually require a large 
team on a monolithic artifact. In the monolithic 
architecture, the main concept is “single”: A monolithic 
application is built from a single unit, which is self-
contained and independent from other applications. 
However, a great service design for a large application 
should be stateless and allow the application to scale 
vertically. Micro-services arrange an application to be a 
collection of loosely coupled, interconnected modular 
services where individual services communicate 
through REST APIs and lightweight messages. To 
achieve this isolation each service should be 
independent from other services. Fig. 2 illustrates an 
example of a micro-service architecture. 

Maintainability, scalability and reliability are the 
main drawbacks of the monolithic architecture, and 
issues concerning them are proliferated in the current 
enterprise market. Micro-services ensure the 
continuous delivery and deployment of a large and 
complex application associated with scalability, 
testability, flexibility and fault tolerance. Service failure 
is unpredictable but harmful. Isolation in micro-services 
ensure the application continue to operate even if there 
is a service failure. Enterprise applications have the 
essence to be complex and highly demanding of 

Figure 1: Communication structure of SOA 
 

Figure 2: An example of a micro-service architecture 
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scalability and responsiveness. The benefits of micro-
services seem to fulfill those requirements and attract 
business Enterprises transition from monolithic to 
micro-service architecture. As one of the biggest e-
commerce company in Europe, Otto Group started to 
build their system using micro-services, which 
vertically decomposes their system into four loosely 
coupled applications: Product, Order, Promotion and 
Search/Navigation [9]. Another example is the Netflix. 
Netflix is the top Internet television network in the 
world and spent over 7 years on the transition to the 
micro-service. The successful transition allows the 
video to be displayed on a variety of screen sizes and 
platforms [10]. Besides, micro-services can easily 
integrate with popular cloud platforms. Amazon web 
services and Microsoft Azure both deploy micro-
services on their cloud platforms. 

2.3 Software Development Automation 
(SDA) 

  Software development in general requires large 
amounts of human endeavor. The improvement of 
computer architectures and networks drives the size of 
computer software and their diverse platforms [13] 
exponentially, increasing in order to satisfy the 
increasing needs of providing more software features. 
Automation in software development refers to replacing 
repeatable processes and reducing manual intervention, 
which accelerates the delivery of high-quality software 
products [11]. Automation in the software space 
focuses on building both software and testing 
automation, which usually takes a significant amount of 
time. Application building involves many steps, like 
code updating, compiling, and deployment. Software 
testing intends to discover bugs, errors, or defects 
during the execution of programs or application.  

Software projects range from small scale personal 
projects to large scale industrial applications. This 
triggers the popularity of open software repositories 
such as Github, Sourceforge, and Bitbucket. However, 
well-maintained software development frameworks, 
like Sot, Wala, LLVM, all require a successful build 
process of the project repositories. Foyzul Hassan et al. 
present a feasible automatic software binding on Java 

projects on the state-of-the-art version control 
repository [12]. They found that 57% of build failures 
can automatically be resolved. Software testing is an 
intensive and costly task in the software development 
life cycle (SDLC). Automated software testing aims to 
reduce the workload through automated testing. Test 
automation largely impacts the quality, development 
time, and cost of the software to the market [16]. 
Automated software testing can be unit testing, 
functional testing, testing management tools, and so on. 

Modularity is an important concept in software 
applications. It enhances the reusability of the previous 
code. Modules usually are divided based on their 
functionality, but they work together for serving a 
specified business domain. Modularization is always 
the main issue in SDLC and the core task for 
programmers [17] [18] [19]. One of the benefits of 
micro-services is the enhancement of modularity in the 
project to achieve fine-grained distribution of sub-
services. For object-oriented programming, 
modularization is necessary for development teams. 
The high benefits of modularity certainly associate with 
the challenges in software design and implementation. 
We propose an automatic modularity enforcement 
framework from the software design to the software 
implementation process. The implementation of our 
framework utilizes micro-services to enforce isolation 
and reusability. We also demonstrate that flexibility by 
not only automatically creating Java modules, but also 
by automatically creating modules in other object-
oriented programming languages. The IC card can 
model the interaction patterns for designers to choose, 
illustrated in different colors and emoticons with 
associated names. Interaction patterns define how 
statuses are communicated with other IC cards. 

3. Time Critical Condition Design 

Our IC card management system (ICMS) is used for 
designing time critical applications. An IC card is a 
visual specification scheme for rapidly prototyping the 
entities of an application [20]. The ICMS is a visual tool 
that allows the creation, edition, visualization, and 
exporting of one or more IC cards. The connection of 

Figure 3: An IC card example of creating a functionality component for ‘Doctor_Examine’ 
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the ICMS and our auto-modularity enforcer utilizes 
XML specification. The ICMS automatically generates 
XML specifications. Fig. 3 is an example of the IC card 
example that can show the structure. There are 8 
interaction patterns: ‘quiet state’, ‘By myself no   
interaction’, ‘by Myself with interaction’, ‘By Others 
no interaction’, ‘By Others with interaction’, ‘FAN’ 
(fan-out), ‘App’, ‘Chain’, and ‘Mixed’. The ‘Quiet’ 
state indicates not working or in a restful state. 

 ‘FAN’ indicates the distributed fan-out of a larger 
task to a number of smaller tasks. ‘My task’ is the task 
assigned to this IC card. The content of the IC card 
provides the detailed descriptions of the task. For 
example for a brainwave sensor component IC card, 
“(1) if 𝑇𝑇𝑐𝑐 > threshold T; calculate two options states: 
attention and mediation states; otherwise, keep 
collecting the EEG. (2) if medication value > attention 
value, send the medication state and value to the 
database server; else: send the attention state and value 
to the database server.”  ‘Name of Other IC’ specifies 
the other IC cards that interact with each other. 
‘Messages to Other IC’ contains the message format 
and message content (e.g. “msg1: raw EEG data, msg2: 
user state, value”). After finishing filling out the fields 
of the IC card, the designer submits the IC card to the 
database, and the IC card database automatically 
generates the other designated number of IC cards with 
temporary information so that the designer can edit 
them at any time. In addition, the XML schema has also 
been automatically generated and can be downloaded 
for the next component to transform into java modules.  

4.  Experimental Tool 

For our experimental tool, we began with an analysis 
of the micro-service architecture. The micro-service 
paradigm focuses upon modularity in backend 
development by introducing componentization of the 
services it defines. These services are broadly defined 
within the framework, and the architecture behind these 
services varies vastly from one organization to another. 
With the growth of the micro-service architecture in 
recent years [9], the need for Rapid Application 
Development (RAD) [3] [4] in the space has expanded. 
Based upon this analysis, we developed a tool to 
enhance the reusability, cohesion, and distribution of 
micro-service development while reducing coupling. 
Our experimental tool is driven by an automatic 
modularity enforcement framework based upon the 
Java Spring Boot framework. Java Spring Boot 
supports the creation of a framework that utilizes fine-
grained distribution of sub-services while allowing for 
vast extensibility through Cloud, API, and serverless 
interfaces to services.  
   We employed Python to engineer a dynamic auto-
generation tool within our Java Spring Boot micro-

service architecture. The Python program allows for 
flexible micro-service generation based upon a standard 
XML input interface, connecting to our IC card 
management system that produces the XML files. With 
our Python program, users can specify constant factors 
to identify their central repository, the XML file to 
target, and the title of their template files. To allow for 
extensibility, the Python Auto-Generator provides a 
basic method-layer API to process user-defined micro-
services which fit into the templated IC card-based 
XML structure. This approach allows users to create 
micro-services through the framework of their choice if 
basic constraints on input and output are met.  

Through the development of the experimental 
micro-service Auto-Generator (Fig. 4), it is possible to 
automatically generate micro-service components 
within a structure that lends itself to extensibility, tight 
cohesion, loose coupling, and modularity. The XML 
specification, based on the IC card template, serves as 
an interface to the Auto-Generator. An XML-based 
communication structure informs the Auto-Generator 
which micro-services to create, as well as the database 
tables to establish for each micro-service. Also, the 
Auto-Generator establishes micro-service file 
components in a directory structure specified in the 
source project directory.  

 
 

 
 

 

As an example, the fan software structure is illustrated 
in Figure 5.  This is for the get user location  module of 
an app. At the top we have track_tracks_service and 
under that, as shown in Figure 6, we have two IC cards, 
close_closes, and distance_distances. The module (IC 
card) track_tracks_service has a database that stores the 
location, the latitude, and the longitude. The IC cards 
are shown in Figure 6. Once the IC cards are defined, 
the ICMS can output an XML specification as shown in 

Figure 4: modularity auto-enforcement framework           
using micro-service architecture 
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Figure 7.  
track_tracks_services 

 /        \ 
/             \ 

 distance_distances          close_closes 
             Figure 5. Fan software structure. 
 

 
    Figure 6. The IC cards for the fan software structure.  
<?xml version="1.0" encoding="UTF-8"?>   
<icCardList xmlns:xsi="http://www.w3.org/2001/XMLSchema-
instance">   
    <icCardEntry icEntryId="2804" icEntryName="test">   
        <icCard icId="10279" icName="close_closes" 
icDescription="finds closest building" icIntPattern="FAN" 
icMyTask="finds closest      
         building" icTimeCriticalCondition="" icNumberCurrent="1" 
icNumberTotal="1">   
            <icOther icOtherName="" icOtherMessage="" 
icOtherTask="" otherId="-1" />   
        </icCard>   
        <icCard icId="10277" icName="track_tracks_service" 
icDescription="get user location" icIntPattern="FAN" 
icMyTask="collect users   
        currentlocation" icTimeCriticalCondition="&lt; 30 minutes and 
Begin_Table T_ LOCATION(name,lat,longatiude) End_Table"   
        icNumberCurrent="1" icNumberTotal="1">   
            <icOther icOtherName="send alerts" icOtherMessage="none 
" icOtherTask="none " otherId="4784" />   
        </icCard>   
        <icCard icId="10278" icName="distance_distances" 
icDescription="gets the distance to the nearest location" 
icIntPattern="FAN"   
            icMyTask="get distance" icTimeCriticalCondition="" 
icNumberCurrent="1" icNumberTotal="1">   
            <icOther icOtherName="none" icOtherMessage="none" 
icOtherTask="none" otherId="-1" />   
        </icCard>   
    </icCardEntry>   
</icCardList> 

Figure 7. The  XML specfication. 

Based upon the XML specification of the IC cards, 
the AutoGenerator can then create the output modules.  
A portion of a module is shown in Figure 8. 

 
package io.pivotal.Micro-services.patients; 
 
import java.io.Serializable; 
import java.math.BigDecimal; 
 
import javax.persistence.Column; 
import javax.persistence.Entity; 
import javax.persistence.Id; 
import javax.persistence.Table; 
 
/** 
 * Persistent patient entity with JPA markup. Patients are stored in 
an H2 
 * relational database. 
 *  
 * @author Paul Chapman 
 */ 
@Entity 
@Table(name = "T_PATIENT") 
public class Patient implements Serializable { 
 
 public static Long nextId = 0L; 
 
 @Id 
 protected Long id; 
 
 protected String number; 
 
 protected String name; 
 
 protected String address; 
 
 /** 
  * This is a very simple, and non-scalable solution to 
generating unique 
  * ids. Not recommended for a real application. Consider 
using the 
  * <tt>@GeneratedValue</tt> annotation and a sequence 
to generate ids. 
  *  
  * @return The next available id. 
  */ 
 protected static Long getNextId() { 
  synchronized (nextId) { 
   return nextId++; 
  } 
 } 
 
 /** 
  * Default constructor for JPA only. 
  */ 
 protected Patient() { 
 } 
 

Figure 8.  A generated module. 
 
The outputted modules, as demonstrated by the 

example module in Figure 8, provide two key functions. 
The first function is a set of class variables that define 
the database table for the service. The AutoGenerator 
establishes a table for the micro-service in the database 
for usage based on the template database. Furthermore, 
each module provides a method-level API that 
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controller classes utilize to manipulate and combine the 
data of each service. The core class of the module is 
extensible, allowing for the development of ICs within 
each core class. The ICs inside of each core class define 
the service’s internal communication, logic, and 
functions. For example, an IC defined as RegisterUser 
may exist within the User Service. The User Service 
core class would contain the logic for registering a user, 
including CRUD (create, read, update, delete) calls to 
the User database. In addition, a Login Controller may 
act as a wrapper class around both the User Service and 
a hypothetical Authentication Service, which it utilizes 
to authenticate a potential user’s information before 
registration. Lastly, the outputted module 
communicates with an automatically generated 
registration server to establish itself as a distributed 
micro-service. Connections to the registration server are 
based upon a centralized location that is automatically 
provided within the creation of each new micro-service. 

5.  Conclusion 

This paper proposes the organization of the 
generated micro-service, with clear distinctions 
between Software Quality Assurance (SQA) testing, 
database creation, data seeding, registration, a web 
platform, and service methods. The combination of 
these resources is accessed by Java Spring Boot to 
compile the micro-service-based software. Based upon 
our experimental design, micro-services may be created 
in conjunction with the tenets of Rapid Application 
Development (RAD) [3] [4]. These micro-services 
register with a central server, utilize their independent 
databases, and provide APIs to controllers in the 
overlying software. Each micro-service interacts with 
the registration and web components through structured 
channels based upon naming schemas. Thus the 
experimental tool provides a basis for our studies 
pertaining to auto-modularity enforcement framework 
for micro-services. 

Our next research goal is to investigate the optimal 
organization of the generated micro-services according 
to some objective functions to minimize, for instance, 
the total development efforts. 
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In the panorama of Italian coastal tourism, there are many unique and unexplored places. These 

places, which suffer from the lack of government investment, present the need to be promoted through 

low consumption systems and widely used distributed applications. 

The present work aims to develop innovative solutions to support citizens and tourists to offer 

advanced services, highly customizable, able to allow, through the use of new technologies, a more 

engaging, stimulating, and attractive use of information than the current forms. The developed system 

is based on graph-based formalisms such as Context Dimension Tree and Bayesian Networks, rep-

resenting the context through its main components and react to it anticipating users' needs. Through 

the development of a mobile app, it was analyzed a case study applied in the area of Amalfi Coast (in 

Italy). Finally, an experimental campaign was conducted with promising results. 
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1. Introduction 

Nowadays, Italian coasts represent one of the most 

characteristic and priceless tourist places globally, i.e., 

offering users an important cultural heritage. 

Unfortunately, not all sites receive the attention or 

financial support necessary to bring out their 

uniqueness. Thanks to the advent of new technologies 

and the smart cities phenomenon, these places could 

finally be protected and promoted. In fact, the adoption 

of Future Internet (FI) technology and its most 

challenging components, such as the Internet of Things 

(IoT) [1] and the Internet of Services (IoS) [2], can 

provide the foundation for progress towards unified 

platforms that offer a variety of advanced services. 

Besides, the constant use of mobile devices to form 

interactive and participatory sensor networks, which 

allow users to collect, analyze and share local 

knowledge, can contribute to developing the smart city 

paradigm where the citizen is called to play an active 

role [3]. One of the sectors that could potentially benefit 

the most is tourism [4]. In such a scenario, places and 

objects such as sculptures, buildings, etc. can be 

brought into contact with users in a completely new and 

stimulating way [5]. In particular, data, which 

represents a significant added value, can be processed 

to enrich further the system's ability to relate man and 

machine. In this regard, one of the main problems is to 

model the awareness of the context. This problem can 

be solved through the Context Dimension Tree: a graph 

formalism representing all possible contexts [6]. The 

next step is to predict the possible scenarios to model 

the proposals to each user's needs. This further problem 

can be addressed through the use of Bayesian Networks 

[7]. Bayesian networks represent graph formalisms able 

to predict specific events when some variables (in our 

case, contextual variables) change [8]. 

This paper intends to propose a system based on a 

"Content/API Economy Platform", characterized by a 

strong awareness of the context. The designed system 

allows the content-generating actors (Institutions such 

as Museums, Communities or companies, and 

individuals) and the content user actors (the Institutions 

themselves, the service companies and, above all, the 

end-users) to operate through a platform-broker that, 

through the automatic composition (orchestration) of 

services, is able to activate in a controlled way they 

access and consumption of the information contained in 
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the Knowledge Base. In fact, the operating modes 

include the entire life cycle of the Knowledge Base that 

provides for the collection, storage, classification, and 

availability of the contents accessible through simple 

mobile applications oriented to provide tourists with 

richer visiting experiences [9]. 

In particular, through the identification and 

processing of the context of use in which the user 

operates, it is therefore essential to define flexible 

methods, i.e., to dynamically recommend data and 

services that best meet users' situational needs. When 

necessary, this approach can tailor the information 

extracted to offer the user what may be useful at a given 

time. 

2. Background 

2.1 Context Awareness 

The analysis of the context in which we do something 

is often more important than what we are doing [10]. 

This concept represents why search engines are 

increasingly trying to understand the real meaning of 

individual "keywords" and the context they are placed 

and, therefore, the user's intent. For example, if a user 

is searching by typing the keyword "Japanese", is the 

user looking for a sushi place in the area, or is looking 

for language lessons? 

In this regard, context-aware computing is used to 

indicate the use of computer technology to collect and 

analyze data about the reality that surrounds us. The 

idea is to create devices and applications that are aware 

of their surroundings and analyze the data to create new 

exciting use cases [11]. 

Our smartphones have been collecting contextual 

data for years over the network or using their sensors, 

such as gyroscopes, or detecting movement. They use 

location-based data to power many of the apps we use 

daily, from Google Maps to the more recent Uber [12]. 

Part of the challenge is that non-uniform data from 

heterogeneous sources can be challenging to process in 

a single system. In fact, data can be stored in various 

formats or use a different syntax that can create 

disambiguation problems, which could lead to 

misinterpretation. Fortunately, while we have access to 

and create more data than ever before, we also can use 

tools such as artificial intelligence (AI) and machine 

learning that can help us process this data [13]. 

In recent years there has also been much talk about 

augmented reality (AR). The resounding success of 

Pokémon Go has shown us how powerful this 

technology can be when applied correctly. In this 

regard, context processing will probably have a knock-

on effect on the field of AR development because it 

provides access to new types of data that developers can 

exploit [14]. A consequence could be the possibility for 

the user to have a digital "sixth sense" available. After 

all, this will allow us to increase our understanding of 

the world around us and our possibilities, such as the 

quality of the air we are breathing or our speed. 

The most interesting thing is that context-aware 

applications have led to devices that learn to know 

ourselves better and anticipate our moves. Google Now, 

for example, is specifically designed to provide 

information to users by predicting what they want, 

based on historical and contextual data [15]. As said, 

our smartphones are able to detect a range of 

information from available sensors to detect both our 

position (GPS) and our movements (accelerometer). To 

them are added wearable devices such as Fitbits, which 

lead, of course, to a further increase in useful 

information. At this point, an analysis of the data can 

predict when we will be hungry and how much we 

should eat to compensate for our activity or indicate 

what we probably like and what our budget is. 

One of the most relevant potentials that come from 

contextual processing is how it can help us build 

artificial intelligence that speaks and can understand the 

environment and interact with the "senses" in a similar 

way to humans. Of course, we are still far from this 

goal. We will need a continuous joint development of 

machine learning and deep learning technologies to 

continue to progress together with context-aware 

computing [16]. All the data produced and available 

will be useless and counterproductive if we cannot 

process them. Context-aware technologies are based on 

both hardware to collect data and software to make 

sense of them. 

Thanks to their virtual assistants, current leaders in 

this field are companies like Google, Apple, and 

Amazon. Google, Siri, and Alexa are always listening 

and using what they grasp to provide context-aware 

services. After all, if they are not listening to 

instructions, they cannot react to commands, so they are 

equipped with a certain amount of built-in contextual 

computing.  In addition to listening to our instructions, 

devices like Google Home, Apple HomePod, and 

Amazon Echo monitor our home environment [17]. 

They can turn on the lights when we enter the rooms 

and adjust the temperature according to the weather 

conditions. 

Ultimately, the main thing to remember is that new 

context-aware technologies can make our lives more 

comfortable, operating in an environmentally friendly 

way. However, it is the way we use them to offer added 

value in society, visible even in the long term. 

2.2 Context-Aware Computing for Tourism 

In the world of tourism, the advantages of using 

context-aware applications lead to an inevitable 

enhancement of cultural heritage [18]. This opportunity 

is linked to visitors' enormous flow, whose management 

is not easy and is closely related to the proper 

development of the tourism chain. The latter involves 
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both public and private operators who together are able 

to organize the processes necessary to achieve the 

objective in economic and social terms. 

First of all, tourists express the need to have explicit, 

updated, and exhaustive references to enjoy a complete 

cultural heritage experience with all the necessary 

services (for example, local transport, catering, 

accommodation, information, and guides). On the other 

hand, the agencies and public administration want to 

increase the economic and social weight of the cultural 

heritage of their pertinence through the increase of 

presences and services. Finally, operators in the sector 

express the need for greater economic returns from 

interaction with the flow of visitors interested in the 

enjoyment of cultural heritage through engagement and 

relationship mechanisms dedicated to this segment of 

customers. 

In general, the considerable amount of existing 

material on cultural heritage, which far exceeds the 

physical space available in museums or archaeological 

sites, and the growing interest in collections accessible 

to a wide audience have led institutions and 

professionals to increasingly adopt web-based and 

mobile tools to present their collections and services, 

meeting the needs of interested visitors [19]. 

Currently, with the convergence of the Internet, 

wireless technology, and the growing adoption of the 

Web as a platform for publishing information, the 

visitor is able to take advantage of services and material 

related to cultural heritage before, during, and after the 

visit, having different purposes and requirements at 

each stage. Therefore, cultural heritage exploration 

becomes a continuous process, starting the visit before 

reaching the place of interest and, ideally, never-ending. 

In fact, the user is able to plan and anticipate his or her 

travel itinerary, visit the site in person, and then revisit 

the places of interest using the material shared online. 

It is clear that the enormous amount of information 

available must be filtered, customized, and 

contextualized to allow the individual user to access it 

easily. The contextualization of data and services 

related to cultural heritage requires a system that can 

model the user (for example, based on his/her interests, 

knowledge, and other personal characteristics), as well 

as contextual aspects, thus selecting the most 

appropriate content. 

In particular, it should be remembered that museum 

visitors differ from each other. Their visiting to the 

museum is made up of the physical, personal, and socio-

cultural context and aspects related to identity. 

Therefore, they can enormously benefit from systems 

that take into account personal and contextual 

characteristics. Moreover, visitors' behavior may not 

remain constant during the visit, requiring an ongoing 

adaptation. Besides, since tourism is a social activity, 

adaptation to individuals is not enough, and groups and 

communities also need to be shaped and supported, 

taking into account mutual interests and previous 

everyday experiences. 

The challenges faced by researchers and developers 

of context-aware applications concern how to model 

and represent the user and the context of the visit and 

how to retrieve the available information [20]. In fact, 

extensive Web-based collections are difficult to identify 

and carry the risk of overloading users. As said, visitors 

are extremely heterogeneous and require different types 

of information and different levels of detail. Finally, in 

general, users of cultural heritage and tourists are often, 

and for a short time, visitors to a place unknown to 

them. On the one hand, this means that they have a 

constant need to find the relevant information; on the 

other hand, providing them with adequate answers is 

challenging since their interests and needs are not 

known from the beginning. 

In this field, context-aware computing techniques 

can guide the selection of data and services based on the 

context and interests of the user or groups, protecting 

them from information overload [21]. Besides, 

contextualization and customization can be used to 

adapt the presentation of information on the device, thus 

facilitating its exploration. 

However, for these purposes, heritage information 

must be represented, through the use of ontological 

models, in a format that can be interpreted by a 

processing system (computer, smartphone, etc.) that can 

be combined with the interests, preferences, and, in 

general, the recipient's current context [22]. 

3. Motivating Example 

The system aims to recommend a wide range of 

services, which can help users during a travel 

experience. The system is able to help users manage the 

time and all the resources at his disposal in the best 

possible way, i.e., revealing what is around him and 

satisfying current and future needs. 

The intention is to improve a tourist's experience and 

quickly project him/her into the new world in which 

he/she lives. It is crucial, in fact, for a person who is in 

a place to visit, to have the opportunity to orient 

themselves among the points of interest that place 

offers, and to know its history in order to have a 

conscious vision of the cultural attractions present. As 

soon as he or she arrives in a new place, therefore, a 

tourist will need to know, in general terms, the 

characteristics of the place and the reasons why it is 

worthy of interest. Through the services provided, they 

can immediately obtain a description and then go into 

all the details. Moreover, a trip does not always allow 

tourists to have the right time to thoroughly visit the 

chosen destination. In these cases, the tourists are faced 

with the difficult selection of the attractions that will 

then actually be visited. In this scenario, the tourist will 

be able to take advantage of the knowledge acquired 
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previously to visit the most important historical points 

and visualize the impressions that these have left in 

other visitors, automatically detected by, for example, 

Sentiment Analysis techniques. Another classic 

situation is to be faced with the planning of one's 

activities and visits; in this case, through the proposed 

system, tourists will be able to obtain dynamic 

itineraries based on their tastes and the parameters 

related to the current context: during the planning of the 

itinerary, the system must always adapt to dashboards 

measuring the resources that the user has made 

available (for example, time, budget, number of 

members of the visiting group, age, etc.). This system 

will be able, therefore, not only to perceive the whole 

context but also to react to it, giving appropriate 

answers to the user in terms of services. Imagine, for 

example, that the weather for the entire duration of the 

trip is terrible. In this case, the system has the ability to 

discard a priori the attractions that are outdoors and 

propose only "indoor services. 

In this tourist scenario, the platform can be declined 

in mobile applications of type "Trip Designer", which 

build a travel itinerary by collecting from predefined 

folders the various steps of which the itinerary itself is 

composed, or through a chatbot, which maintains, 

through techniques of natural language processing and 

context recognition, a logical discourse with the user in 

order to respond to specific tourist needs [23]. The 

platform will not only have to provide a simple list of 

the data found on that place but will have to present 

them in such a way that the user can be an active part of 

it in order to scrutinize its past, present, and future, 

behaving like a modern tourist guide, also taking 

advantage of social networks, for years now an integral 

part of everyday life and containers of immense 

information. For all these reasons, it must enclose the 

set of functionalities oriented to the construction of an 

ecosystem to share and consult content describing the 

tourist/cultural heritage, exploiting, as said, a 

Knowledge Base. 

4. System Architecture 

As highlighted above, we want to propose a system for 

the automatic selection of services adaptive to the 

context and its users' needs. 

The characteristics of the proposed architecture 

(Figure 1) mainly concern the information content that 

is available to end-users through the orchestration of 

services, proposing three different points of view: 

•  Representation of the Context; 

•  Data Management and Organization; 

•  Inferential Motors. 

4.1 Context Representation 

First of all, it is intended to convey to different 

categories of users, at a specific time, useful 

information in a given context; in practice, it is intended 

to create a system with a high degree of Context-

Awareness. Knowledge of the context in which the user 

finds himself allows, in fact, to offer a wide range of 

services that can help the user during daily, work or 

private life, managing the time and resources at 

disposal, revealing what is around and satisfying their 

needs. The real-time knowledge of the context in which 

the user finds himself, through its representation in the 

form of graphs, allows, therefore, to offer highly 

personalized services ("tailored") able to take into 

account countless aspects as well as, for example, the 

mood of the user through an analysis of Affective 

Computing. For this reason, the application fields can 

be the most diverse: cultural heritage, tourism, e-

learning, etc. 

Context Awareness must be understood as a set of 

technical features able to give added value to services 

in different application segments. Context-Aware 

Computing applications can exploit, in our case, these 

features to present context information to the user or to 

propose an appropriate selection of actions [24]. In 

order to obtain a better representation of the various 

features, therefore, context representation formalities 

will be adopted, able to define, in detail, the needs of 

the user in the environment in which he is acting, 

through an approach such as: Where, Why, When, 

How. Everything will be declined through the state-of-

the-art technologies present in the sector. 

In particular, the representation of the context can 

occur through formal models of representation, such as 

the Context Dimension Tree (CDT). The latter is able 

to describe all the possible contexts that can be had 

within an application domain, through the definition of 

a tree consisting of a trio <r; N; A> where with r you 

indicate its root, with N you represent the set of nodes 

of which it is composed and with A the set of arcs that 

join these nodes. In detail, the nodes inside the CDT are 

divided into two categories, that of dimension nodes 

and that of concept nodes. The first type of node 

describes a possible dimension of the application 

domain; the second, vice versa, represents one of the 

possible values that a dimension can assume. The 

children of the root node, which constitute the top 

dimension, are all dimension nodes, and for each of 

them, a subtree may exist; the leaf nodes must be 

concept nodes. A dimension node can have, for 

children, only concept nodes and, in the same way, a 

concept node can have, for children, only dimension 

nodes. Defined, at this point, each "context element" as 

an assignment "dimension=value", a context will be 

indicated as a combination, through the use of an and, 

of different context elements. 

Based on the use of this type of representation, the 

proposed methodology consists of three main phases: 
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• the design phase of the contexts tree, in which 

to identify the context elements that are 

significant for the application considered; 

• the definition phase of partial views, in which 

to associate to each of them a different portion 

of data; 

• the composition phase of the global views, in 

which to process the answers to the queries. 

Figure 1:  System Architecture 

 

 

27



F. Colace et al. / Journal of Visual Language and Computing (2020) 23-30 

 

 

 

 

4.2 Data management and representation 

In this scenario, therefore, data represent the key to 

building and enabling innovative services; therefore, we 

intend to create a Knowledge Base (KB) to collect, 

process and manage information in real-time. In this 

regard, as Knowledge Management Systems (KOS), we 

refer to some well-known schemes such as 

Taxonomies, Thesauri, or other types of vocabularies 

that, together with Ontologies, represent useful tools 

that allow modeling the reality of interest in concepts 

and relations between concepts. The resulting 

advantages are many: the use of Ontologies, for 

example, allows to fix a series of key concepts and 

definitions related to a given domain, which can be 

shared, providing the correct terminologies 

(collaborative knowledge sharing). Moreover, an 

ontology allows complete reuse of the knowledge 

encoded in it also within other ontologies or for their 

completion (non-redundancy of information) [25]. 

Electronic computers' interpretation enables the 

automatic treatment of knowledge, with considerable 

benefits (Semantic Web). 

4.3 Inferential Engines 

Finally, the system, designed to be in continuous 

operation, will have to continuously collect data from 

various sources and process them immediately to 

provide accurate services according to users and events. 

These, detected and analyzed, will have to be translated 

into facts associated with specific semantic values: it is 

necessary, therefore, to use an inferential engine able to 

conclude by applying some rules on the reported facts. 

Summarizing, the need for a user can be solved in a 

given context by using the right services provided. The 

latter is characterized by innovative elements of 

recommendation based on the formal representation of 

the context, management, and organization of 

knowledge, inferential engines. 

In particular, it is possible to define a need 

𝑁𝑖  through the following function: 

𝑠𝑖 = 𝐹𝑖𝑛𝑓𝑒𝑟𝑒𝑛𝑐𝑒(𝑢𝑗 , 𝑐𝑘) 

Where: 

𝑆 = {𝑠1, 𝑠2 … , 𝑠𝑖}  represents the set of possible 

services that can be provided by the platform 

𝑈 = {𝑢1, 𝑢2 … , 𝑢𝑖} represents the set of possible user 

features 

𝐶 = {𝑐1, 𝑐2 … , 𝑐𝑖} represents the set of all possible 

contexts in a certain application domain. 

5. Experimental Results 

In order to provide a validation of the proposed 

methodology, a prototype was developed. The 

prototype is implemented through a hybrid mobile app 

and a server-side component implementation. The 

developed App is designed to support tourists (users) 

visiting Campania's coastal area (South of Italy 

Region). Only some user preferences and interests were 

considered in the first phase of methodology validation, 

and only the main services and points of interest have 

been identified. The experimental phase involved 60 

volunteers aged between 21 and 55 who were unknown 

from the study's main purpose. The prototype was 

installed on the mobile device of each participant, and 

after an interaction phase, the system proposes a 

questionnaire covering several sections: 

A. Presentation 

B. Usability 

C. Performance 

D. Recommendation 

E. Reliability 

Each section presents two assertions associated with 

five possible answers according to the Likert scale: I 

totally disagree - TD, I disagree - D, undecided - U, I 

agree - A, I totally agree - TA. The answers to the 

questionnaire have been collected in Table 1. 

Table 1: Questionnaire answers 

Section 
Answer 

TD D U A TA 

A 0 16 22 53 29 

B 5 0 24 50 41 

C 6 8 12 58 36 

D 4 0 8 62 46 

E 6 7 13 60 34 

 

Table 1 shows that the users agree or strongly agree 

that the system provides a satisfying and reliable 

recommendation and contextual information and 

appropriate services on the site and its points of interest, 

meets the tourist's needs and experiences. Therefore, 

users show an excellent appreciation for the app: they 

appreciated the contents and services proposed in 

general. 

Also, further analysis was conducted involving a 

smaller number of participants to evaluate the system's 

ability to recommend.  In the first experimental phase, 

three pathways (P1, P2, and P3) and two activities (A1 

and A2) were selected to be recommended to users. 

This experimental phase was divided into three steps. In 

the first phase, the users respond to an aptitude test.  

According to these tests, the users were divided into 

macro-groups for aptitude similarity. Subsequently, a 

training set was created, consisting of about 75% of the 

participants belonging to each macro-group.  In the 

second phase, the training set users were able to 

experience the system's suggestions and interact with it. 

In this phase, the system could learn about the system. 

In the third and last phase, the users belonging to the 

test set group have brought to experiment with the 

prototype's suggestions and evaluate if the type of path 
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or activity suggested by the system was inherent to the 

context presented. The results were collected in the 

form of a confusion matrix in Table 2. 

Table 2: Confusion matrix 

 
According to Table 2, the overall accuracy of the 

system is higher than 71%. This result is very 

encouraging and could improve over time, based on the 

increase of experimental data available. 

Figure 2: Questionnaire answers trend 

 

6. Conclusion and Future Works 

This paper aimed to introduce a framework that can 

support tourists during each phase of the travel 

experience in the coastal area south of Italy. The system 

was designed to provide highly customizable and 

tailored services, making a tailored and unique 

experience. The innovation of the recommender system 

presented lies in the use of a high degree of context-

awareness.  

The proposed architecture could be used in several 

contexts and applications. The experimental results 

show that the system is able to recommend a high 

degree of reliability with results. In addition, the 

experimental campaign shows users positive feedback 

in-service presentation, usability, and performance 

shown. Future developments include improvements to 

the developed prototype and enlargement of the 

experimental campaign. 
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A B S T R A C T 

 

Regression testing is a type of software testing that aims at identifying faults caused by code changes. 
Regression testing is important especially during software evolution and maintenance. As developers 
integrate programs or make updates to a software system, they need to make sure the changes do not 
adversely affect other parts of the system. Using dynamic analysis, behavioral regression testing 
(BERT) is one of the techniques proposed to solve the problem by re-executing test cases that target 
the affected area.  It compares the behavior of a program before and after the changes upon certain test 
cases. This paper proposes Visual BEhavioral Regression Testing (ViBERT), a visualization approach 
to comparing the behavioral differences between the new and old versions of a program in regression 
testing. We build a prototype called SoftLink, a visual environment that shows correlation/difference 
between two versions of a program behavior. SoftLink displays call graphs of two executions on angled 
parallel planes in a 3D space, and constructs correlations between them.  It provides developers with 
an intuitive interpretation of the testing results. A case study is presented. 

                                                                                                                    © 2020 KSI Research                                

 
 

1. Introduction 

Software visualization is defined as “the use of the 
crafts of typography, graphic design, animation and 
cinematography with modern human computer 
interaction and computer graphics technology to 
facilitate both the human understanding and effective 
use of computer software” [38].  Visual clues such as 
color, shape, and metaphors ease the cognitive load of 
understanding software systems [7][40]. Numerous 
research has been proposed and various tools have been 
built to visualize different aspects of software systems, 
such as static program structures [11][17][21], dynamic 
program executions [8][14][16][29], software 
evolution[6][9], and debugging results [12]. 

Regression testing is an important type of software 
testing. During a software development and 

maintenance process, software may go through many 
changes due to system integration or software updates. 
Each change may introduce unwanted faults to 
software. Regression testing re-executes existing test 
cases after the source code is changed in order to 
determine whether the modified version has introduced 
regression faults into the previous working version [26]. 
Regression testing techniques heavily rely on the 
quality and sufficiency of test cases. Testers have to 
compromise between making thorough testing and 
lowering the cost. Numerous testing selection and 
prioritization approaches have been proposed 
[10][25][26][31][32][33].  

Behavioral regression testing (BERT) [28][37] 
addresses this dilemma by identifying behavioral 
differences between two versions of a program through 
dynamic analysis. Since two consecutive revisions of a 
program usually do not differ significantly, BERT can 
reduce the number of test cases needed while achieving 
promising results.  Behavioral regression testing relies 
on comparing the behavioral differences between two 
versions of a program through dynamic analysis to 
identify unforeseen side effects.  

Journal of Visual Language and Computing 

 

*Corresponding author 
Email address: c-zhao@wiu.edu (Chunying Zhao) 
congchenutd@gmail.com (Cong Chen) 
kzhang@utdallas.edu (Kang Zhang) 
jun.kong@ndsu.edu (Jun Kong) 
 

journal homepage: www.ksiresearch.org/jvlc/ 

31



C.Zhao et al. / Journal of Visual Language and Computing (2020) 31-41 

 

 

 
 

Inspecting the differences between versions of 
program executions is tedious and error prone. To 
strengthen the effectiveness of BERT, this paper 
proposes Visual BEhavioral Regression Testing 
(ViBERT), a visual approach for comparing program 
behaviors in regression testing. We have built a semi-
automatic tool called Softlink. It is a visual environment 
that displays and compares two or more program 
executions in a 3D space. It provides multiple 
viewpoints and directly shows the correlations between 
execution traces. The novelty of our approach is that it 
not only visually shows the differences and 
commonalities of two consecutive executions, but also 
provides a mental image of the location of the 
behavioral differences within the context of method 
calls. Our work enhances BERT with a visual 
representation. To our best knowledge, no studies have 
been conducted on comparing execution traces using 
3D visualization in regression testing.  

The rest of the paper is organized as follows. Section 
2 illustrates a motivating example. Section 3 presents 
the overview of the approach. Section 4 describes how 
the execution traces are collected and abstracted. 
Section 5 shows the construction of SoftLink. Section 6 
explains a case study and analyzes the results. Related 
work is reviewed in Section 7. Section 8 concludes the 
paper and presents our future work. 

2. A Motivating Example 

In this section, we present a motivating example to 
show how visualization can enhance BERT. The class 
Money is a Java package of JUnit4 library illustrating 
how to write unit tests with Junit [5]. As shown in 
Figure 1, Money.equals() is a method of Money that 
determines whether two monies are equal or not. 

public boolean equals(Object anObject) { 
        if (isZero())  
                if (anObject instanceof IMoney) 
                        return ((IMoney)anObject).isZero(); 
        if (anObject instanceof Money) { 
                Money aMoney = (Money)anObject; 
                return aMoney.currency().equals(currency()) 
&& amount() == aMoney.amount(); 
        } 
        return false; 
} 

Figure 1: Original version of Money.equals(). 

 

Figure 2 shows the JUnit test cases for testing the 
method Money.equals(). 

public void testMoneyEquals() { 

01    assertTrue ( !f12CHF.equals(null) );  
        Money equalMoney = new Money(12, "CHF"); 
02    assertEquals (f12CHF, f12CHF); 
03    assertEquals (f12CHF, equalMoney); 
04    assertEquals (f12CHF.hashCode(), 
                                equalMoney.hashCode() ); 
05    assertTrue ( !f12CHF.equals(f14CHF) ); 
} 

Figure 2: Test cases in Money for Money.equals(). 

We deliberately remove the statement 
aMoney.currency().equals(currency()) && as shown in 
Figure 3, simulating a situation that a developer changes 
the code but introduces an error: the program omits 
checking currency when it compares two monies. 

public boolean equals(Object anObject) { 
        if (isZero())  
                if (anObject instanceof IMoney) 
                        return ((IMoney)anObject).isZero(); 
        if (anObject instanceof Money) { 
                Money aMoney = (Money)anObject; 
                return aMoney.currency().equals(currency()) 
&&  amount() == aMoney.amount(); 
        } 
        return false; 
} 

Figure 3: Modified version of Money.equals(). 

After running the test on the modified version, JUnit 
failed to catch the bug. The original Junit test cases are 
not sufficient to catch the error because the monies in 
the test cases have the same type of currency, such as 
f12CHF and f14CHF.  

By visually comparing the runtime behaviors of two 
versions of the program, however, developers can easily 
identify the behavioral variations. Figure 4 correlates 
the behavior of two versions of the program on two 2D 
planes. There are observable differences in the visual 
presentation. The red circles drawn by hands on the left 
plane indicate the method invocations (currency()) 
executed in the original code but not executed in the 
modified version. With this visual hint, developers can 
easily locate the code affected by the modification and 
further check whether these behavioral variations are 
caused by errors or intended modifications. To further 
illustrate our approach, a case study has been conducted 
on an open-source program in Section 6. The initial 
results provide shows that our approach reveals the 
behavioral variations of the systems under study with a 
visual presentation. 
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Figure 4: Visual representation of the Money executions. The left plane presents the original version, and the right one 
denotes the modified version. The purple correlations lines show the mapping between these two executions. 

3. Visual Behavioral Regression Testing 
(ViBERT)  

3.1 Approach Overview 

Behavioral regression testing (BERT) has been used 
as an effective technique to identify behavioral 
differences between two versions of a program through 
dynamic analysis. Since two consecutive revisions of a 
program usually do not differ significantly, BERT can 
greatly reduce the number of test cases needed while 
achieving promising results. BERT typically works as 
follows [28]: 

1) Analyze the changes between two versions and 
automatically generate a large number of test cases 
that cover the changed parts of the code. 

2) Run the generated test cases on the old and new 
versions of the code and identify differences in the 
tests’ outputs. 

3) Analyze the identified differences and presenting 
them to the developer. 

BERT analyzes behavioral differences by comparing 
the program outcomes. SoftLink complements BERT 
by visualizing behavioral variations. SoftLink can work 
seamlessly with existing BERT tools, and display the 
correlations between consecutive versions. As an 
enhancement to BERT, ViBERT works in the following 
steps: 
1) Insert AspectJ instrumentations to the test suite 

automatically generated in Step 1 of BERT that 
focuses on the changed parts of the program. 

2) Run Step 2 of BERT and generate traces for the two 
executions to be compared. 

3) Use SoftLink to visualize the correlations between 

two versions of program executions and highlight 
their differences.  
 

3.2 Design Characteristics 

As a software visualization tool, SoftLink is 
specifically tailored to correlation visualization. 
SoftLink visualizes abstracted call graphs on 2D planes 
in a 3D space. SoftLink takes advantage of the benefits 
of angled and paralleled views.  As the viewpoint is 
changed, the arrangements of planes can be 
dynamically updated accordingly, in a similar fashion 
as a camera model. Planes with corresponding 
correlations interesting to the user always face the user 
as depicted in Figure 5. 

 
Figure 5: Auto-orienting views. 

We design the visual features of SoftLink following 
the general functional requirements proposed by Kienle 
and Müller [23]:  

 Views (linked static views and dynamically 
synchronized views): SoftLink incorporates three 
views: a 3D correlation view, a modulation view, 
and a source code view. These views are linked 
such that the change of one view automatically 
triggers the changes of the others. Moreover, these 
views, especially the 3D correlation view, are 
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dynamically synchronized with the underlying 
data.  

 Abstraction: To effectively visualize complex 
software systems, a visualization tool should 
support adjustable granularities (i.e. abstraction 
levels) and provide sufficiently detailed 
information on demand. We use a multi-level 
abstraction on execution traces to enable in-dept 
exploration of program. In SoftLink, nested 
method calls can be folded or unfolded 
corresponding to the change of the abstraction 
level. 

 Search and Code Proximity: Finding text strings 
in the source code corresponding to objects in the 
visual representation is considered “absolutely 
essential” [23]. SoftLink provides a query function 
with a search bar, where users can easily locate 
source code to their interests.  

 Automatic Layout: SoftLink uses a multi-plane 
presentation to visualize multiple executions. It 
automatically displays execution planes in the 3D 
space. Planes are dynamically angled towards the 
user so that both individual executions and their 
correlations have the best exposure. 

 History/Undo: SoftLink has an interactive 
interface that allows the user to click on visual 
objects while navigating in the 3D space. 
Iteratively, upon each click, a new nested plane 
visualizing the detailed information is popped up. 
All the upper-level planes are kept on the screen to 
show the browsing history. 

4. Execution Traces  

4.1 Execution Trace Collection 

Obtaining execution traces is the first step to correlate 
executions. We choose AspectJ[2], a Java 
implementation of aspect-oriented programming, to 
intercept program execution metadata, because it can 
non-intrusively extract runtime traces with a high level 
of flexibility and expressiveness. 

Using the following aspect in Figure 6, we record 
each method call’s signature along with the name of the 
object it belongs to and the time the program enters and 
leaves the method. 
public aspect Trace { 
    pointcut allCalls() : execution( * *.*(..)); 
    before() : allCalls() { 
        String signature = 
thisJoinPointStaticPart.getSignature().toShortString(); 
        if(!signature.isEmpty()) { 
            String log = "-> "+ signature+ "$" + 
Thread.currentThread().getName()+ "*" + 
System.currentTimeMillis() + "$"; 
            System.out.println(log); 
        } 
    } 

 
    after() : allCalls() { 
        String signature = 
thisJoinPointStaticPart.getSignature().toShortString(); 
        if(!signature.isEmpty()) { 
            String log = "<- "+ signature+ "$" + 
Thread.currentThread().getName()+ "*" + 
System.currentTimeMillis() + "$"; 

            System.out.println(log); 
        } 
    } 
} 

Figure 6: Definition of Aspect 

The plain-text trace log captured by this aspect is then 
imported to SoftLink, and automatically transformed to 
call graphs specified in GraphML [3], an XML-based 
graph presentation. In Softlink, we enhance our 
previous work on program abstraction [43] and built an 
Abstracer to perform such transformation. 

4.2 Execution Trace Representation and 
Abstraction 

Execution traces need to be properly represented and 
abstracted before being analyzed as otherwise the user 
can be misled by partial information or overwhelmed by 
too much trivial information. Proper abstraction at 
various granularities makes it possible to display a large 
volume of program data on limited visual space. When 
comparing program executions, we identify equivalent 
substructures in two abstracted call graphs. We 
represent the call graph G(N,E) in a tree structure that 
consists of multiple caller-callee chains built from the 
GraphML runtime trace. 

Definition 1: A call graph G(N,E) is a directed node-
link graph, where the set of nodes N denote methods and 
the set of edges E represent method invocations.  

Each edge directs from a caller to a callee. Each 
method invocation is annotated with two parameters: 
the depth and the length of the call chain. The depth here 
refers to the depth of the call chain through which we 
adjust the granularity of the visualization. The length of 
a call chain is defined as the number of nodes in the path 
from the root to the leaf in a call graph, which is used to 
prune short call chains in Abstracer. Each directed edge 
is annotated with the number of method call repetitions. 
For instance, there are three call chains in the call graph 
of Figure 7: a-b, a-c-d, and a-c-e. The lengths of each 
call chain are 2, 3, and 3, respectively. The depth of 
each method is as follows: depth(a) = 1, depth(b) = 

 a 
 b 

 c 
 d 

 e 

Figure 7: An example for abstraction 
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depth(c) = 2, depth(d) = depth(e) = 3. 

Abstracer, the abstraction engine integrated into 
SoftLink, is used to remove less significant information 
not to be shown in the graphical representation, such as 
method calls that contribute little to the comprehension 
of program behavior. We consider three criteria for 
execution abstraction: 

 Continuous repetitions. Continuously repeated 
method invocations can be collapsed to one 
occurrence. Such repetitions mostly manifest 
themselves as loops. For instance, in a sequence of 
method calls EABCABCF (a letter represents a 
method call), the call sequence ABC is considered 
duplicated. Thus, only one occurrence of ABC is 
shown in the call graph. We can label the 
corresponding edge in the call graph with the 
number of repetitions. Noncontiguous repetitions 
are not collapsed because they may belong to 
different abstraction levels. 

 Depth of methods in a call chain. This type of 
abstraction relies on the depth threshold depth (an 
integer specified by the user). Methods whose 
nesting depths in the call chain are deeper than this 
threshold can be collapsed. For instance, given 
depth =3, the methods with a depth of 4 or more are 
collapsed, and not shown in the abstracted 
scenario. Low-level methods provide detailed 

information for high-level abstract events and can 
be unfolded if the user lowers the abstraction level.  

 Short call chains. A long call chain including 
more method invocations may represent a 
significant function of a program. SoftLink uses 
parameter length as a threshold to specify the 
minimum length of call chains. Method 
invocations with call chains shorter than length are 
pruned. SoftLink abstracts the call graph by 
traversing it and collapse methods according to the 
customizable parameters depth and length.  

5. SOFTLINK 

5.1 Overview 

Figure 8 shows the interface of SoftLink that includes 
three views: a 3D correlation view, a modulation view, 
and a source code view. The controls of SoftLink are on 
the menu bar. The user can use the file menu to import 
trace logs and specify the number of executions to be 
correlated. The action menu includes commands for 
specifying trace abstraction levels and constructing 
correlations. SoftLink first loads the selected plain-text 
trace files and transforms the files into call graphs in 
GraphML. It trims the call graphs based on the 
abstraction parameters set by the user. Call graphs are 
displayed on individual 2D planes, similar to sequence 

Figure 8: Three views of SoftLink. 

3D correlation view 

Source code view 

Modulation view 
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diagrams. Then, the correlations are visualized in the 
3D correlation view. The 3D scene is automatically 
rendered when the user changes the abstraction level.  

5.2 Views in SoftLink 

The 3D correlation view is built using Java3D. Each 
brown sphere represents an object. Green spheres 
represent methods. Horizontal green lines indicate the 
calling relationship between methods. Purple lines 
represent the correlations between two executions. 
These colors are selected to achieve some contrast 
against the background. This 3D scene provides users 
with multiple viewpoints to observe the relationship 
between executions. Users can choose to observe the 
differences or commonalities.  

The modulation view shows the hierarchical 
packaging structure of the program in a force-directed 
layout using the E-spring Algorithm [24]. High-level 
organizations of system modules represent the 
composition of a system and are commonly visualized 
using the tree structure in a node-link graphical format. 
Each sub-package is a child node of its parent package, 
while tree leaves represent files. This modulation view 
gives developers an overview of the program structure. 

The source code view provides a fast access to 
methods in the source file corresponding to the visual 

entity that the user is interested in. Having spotted 
desired information in the 3D visual representation, the 
user might need to check the corresponding source code. 
The source code view of SoftLink is synchronized with 
the visual representation in the 3D correlation view by 
highlighting the queried method in red. The file path of 
the searched method is shown in the status bar in the 
source code view. 

5.3 Iterative Multi-level Nested Visualization 

5.3.1 Zooming and Rotatable Scene 

SoftLink provides efficient interaction and navigation 
capabilities. In the current implementation, mouse is 
used for picking and rotating individual planes and 
visual objects in the 3D correlation view. SoftLink 
allows the user to move or rotate each single plane to 
any angle around any axis in 3D space. The keyboard is 
used to control the entire 3D scene, such as zooming, 
rotating, and moving the user’s viewpoint. To provide 
customizable views, when the viewpoint moves, each 
individual plane in the scene can be adjusted 
accordingly to the viewpoint.  

5.3.2 Iterative Multi-level Nested Visualization 

Program execution is hard to visualize if all the 
method invocations need to be displayed. Even if only 
a portion of a software system is executed, the collected 

POPUP PLANE 

Figure 9: Visual representation of correlations between two executions. 

OBJECT 

CORRELATION 

METHOD CALL 
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traces can be millions of lines, making it 
incomprehensible. To address this limitation, SoftLink 
utilizes multi-level abstraction and iterative drill-down 
visualization as in Figure 9. When the user clicks a 
visual object representing a method, the nested 
interactions within that method are shown in a popup 
plane attached to the clicked method. Iteratively, the 
visual objects on the newly popped plane can also be 
unfolded upon the user’s click. By drilling down 
through multiple planes, the user can get more detailed 
information. This capability is particularly suitable for 
a system equipped with an eye-tracker [22].  

6. Case Study 

We applied ViBERT on an industrial software 
package, Joda-Time [4], a Java date and time library. 
Joda-Time 1.6.2 has about 4615 classes in the source 
code, and 4080 classes in the testing code. We select a 
number of real bugs detected and fixed in the 
development process of Joda-Time. 

Both BERT and ViBERT focus on the changes 
between two adjacent revisions, we select two revisions 
of Joda-Time to simulate the regression testing. 
Suppose revision ri fixes a bug in revision rj, we can 
interpret that revision rj introduces the bug in revision 
ri, and use this bug to simulate a real regression fault. 
We apply ViBERT to identify the regression faults in 
the changes between revisions of the program.  

The Subversion repository[1] of Joda-Time contains 
about 1610 revisions. We search the history for the 
revisions that have fixed bugs in previous revisions. 156 
version pairs <ri, rj> are found, where revision ri fixes 
certain bugs in revision rj. Finding regression faults in a 
software’s history is time consuming, requiring a 
manual process: 

(1) Search the revision history for a bug that has been 
fixed. 

(2) Locate the revision and the source code where the 
bug first appears. 

(3) Examine whether the interface of the source code 
has been changed between the revision that introduces 
the bug and the revision before it. If the interface is not 
changed, then the bug is considered a regression fault 
that was introduced by the new revision. 

The selected revision pair is <r1576, r1577>. 
Revision r1577 fixes a bug in the method 
AbstractDuration.toString() in revision r1576. This 
method produces wrong output for negative inputs. 
Putting these two revisions in a regression testing 
setting, we take revision r1577 as the old version 
without the bug, and revision r1576 as the new version 
that introduces bugs. 

To catch the bug using regression testing, developers 
first study the changes the new version has made to the 
source code, and then create test cases targeting the 
changes. A test suite containing nine JUnit test cases for 
the method AbstractDuration.toString() is defined as 

shown in Figure 10: 

public void testToString() { 
01    assertEquals("PT0S",  

                             new Duration(0L).toString()); 
02    assertEquals("PT10S",  

                          new Duration(10000L).toString()); 
03    assertEquals("PT1S", 

                           new Duration(1000L).toString()); 
04    assertEquals("PT12.345S", 

                          new Duration(12345L).toString()); 
05    assertEquals("PT-12.345S", 

                        new Duration(-12345L).toString()); 
06    assertEquals("PT-1.123S", 

                         new Duration(-1123L).toString()); 
07    assertEquals("PT-0.123S", 

                         new Duration(-123L).toString()); 
08    assertEquals("PT-0.012S", 

                             new Duration(-12L).toString()); 
09    assertEquals("PT-0.001S", 

                             new Duration(-1L).toString()); 
} 
Figure 10: Test cases in Joda-Time for Duration.toString(). 

 

We first run the existing JUnit test suite on the new 
version of the program, the test suspends at test case 07, 
indicating that the actual output is not expected. By 
observing the changes that the new version has made to 
the source code, we can conclude that the program 
behavior starts to differ when the length of the output is 
greater than 8 (or 7 if the output is a positive number). 
In the given test suite, however, starting from test case 
04, the lengths of the expected outputs are all greater 
than 8. The program actually behaves differently since 
test case 04. Therefore, although running the existing 
test suite can eventually capture the bug, it could have 
revealed the change earlier (from test case 04 instead of 
test case 07). 

By exploring the behavioral variations of these two 
revisions, ViBERT intends to detect this potential 
problem, and alerts developers with visual hints. We 
run the test cases on both versions and compare their 
differences. As an enhancement to behavioral 
regression testing, we use visual representations to 
show behavioral difference. We obtain the execution 
traces by embedding AspectJ instrumentations into 
JUnit testing code. Then, ViBERT visualizes the 
correlations between the two executions. Figure 11 
shows the result in SoftLink. The left plane represents 
revision r1577, and the right one represents r1576. The 
numbers correspond to the test cases in Figure 10. 

The left plane successfully runs all the test cases. The 
right plane shows only 7 test cases, because the test 
stops at test case 07. We notice that since test case 04, 
two executions exhibit different behaviors due to the 
changes to the code. The method calls to 
“appendPaddedInteger” in the right panel (revision: 
r1576) do not exist in the left panel (revision: r1577). 
Via visual inspection, developers can identify the 
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influence of the changes to the program behavior, and 
further analyze whether those changes introduce new 
errors. 

As shown in the case study, ViBERT shows the 
differences between two executions using visual 
representations. It displays where are the differences 
and the context of the differences in the execution. In 
this experiment, we use one revision pair as one 
example. Other revision pair can be compared in a 
similar fashion. In software testing, there are many test 
coverage criteria and metrics. It is worthwhile to note 
that as Behavior Regression Testing focuses only on 
comparing method invocations in program executions, 
not all types of program errors can be identified by 
behavior regression testing. 

7. Related Work 

7.1 Program Behavior Comprehension 

Numerous researchers have focused on visualizing 
program executions. Comprehensive surveys of 
dynamic analysis and software visualization [15][35] 
are available. Traditionally program behaviors are 
represented as node-link diagrams in a two-dimensional 
space. Examples include UML sequence diagrams [10], 
space-time diagrams, and call graphs [42].  

Researchers utilize essential visual elements such as 
color, shape, and a variety of visual layouts to represent 
software information. Popular layouts include trees (e.g. 
tree map [34][39]), tables, graphs and diagrams.  

TraceVis [30] visualizes executed program instructions 
by sequentially displaying microprocessor instructions 
in a 2D plane. It supports queries, different levels of 
zooming, and annotations on colorful blocks. 
GAMMATELLA [27] visualizes executions in three 
levels in 2D: a file level represented in a miniaturized 
view, a system level using a tree map, and a statement 
level.  MetropoIJS [34] visualizes static and dynamic 
aspects of largescale program written in Javascript with 
Treemaps. These approaches, however, focus on the 
visualization of single execution scenario and do not 
support a comparison of different program executions. 
Our study complements previous research by applying 
existing successful layouts on individual 2D planes in 
SoftLink.  

Apart from 2D visualization, more 3D software 
visualization environments are built through virtual 
realities. Metaphors such as cities were used to 
represent software systems [11][36].  Fittkau et al. [20] 
designed controlled experiments to compare the trace 
visualization tools EXTRAVIS [14] and ExplorViz in 
program comprehension tasks. EXTRAVIS uses 
circular bundling and a massive sequence view, and 
ExplorViz uses the city metaphors. Scalability in 
software visualization are commonly addressed by 
using multiple levels of abstraction [19][41].  

7.2 Regression Testing and Visualization 

Regression testing aims at uncovering new errors 
after changes are made to a software system. The 
increasing size of software systems makes thorough 

(01) 

(02) 

(03) 

(04) 

(05) 

(06) 

(07) 

(08) 
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Figure 11: ViBERT on revision pair <r1577, r1576> of Joda-Time. The left plane visualizes revision r1577, and the right one presents r1576. 
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regression testing a costly endeavor. In addition to 
traditional test selection and prioritization techniques, 
researchers have applied visual analytics to regression 
testing.  Engström et al. [18] utilize a heat map (mosaic 
visualization) to show test history and test covered 
items. Chen and Ince [13] design a tabular visual 
representation of regression test results. Different colors 
are assigned to the blocks on the table and fisheye 
enlarges the rows of users’ interest.  

BERT [28][37] is a differential testing technique that 
identifies behavioral differences between two versions 
of a program through automatically generated test cases 
and dynamic analysis. Different from previous testing 
work, ViBERT compares dynamic program behavior 
and complements the BERT technique with a visual 
tool SoftLink.  

8. Conclusion and Future work 

Regression testing aims at identifying unnoticed 
faults caused by changes to software. Behavioral 
regression testing uses dynamic analysis to compare 
new and old versions of a program in regression testing. 
This paper has proposed ViBERT, a visual approach to 
comparing program behavior. Specifically, we had built 
a 3D environment that allows developers to view the 
correlations and differences between two versions of 
program executions. In contrast to other visualization 
tools, our approach focuses on consecutive behavior 
comparison. It helps users to interpret the behavioral 
differences within the context of the executions.  

Our future work is to conduct a usability study and 
gather more feedbacks from users. We also plan to 
integrate this environment with popular IDEs, such as 
Eclipse and IntelliJ. More experiments on larger 
software systems will also be conducted. Another 
possible extension is that the viewpoint-oriented 
representation can be enhanced with an eye tracker. The 
position of the pupil in the eye-tracking controller 
screen is mapped to that in the visual space. We can use 
the eye tracker to capture the user’s visual focus, and as 
the viewer’s focus moves, the orientations of planes will 
be automatically updated accordingly. 
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