JVLC

Journal of
Visual Language and
Computing

Volume 2020, Number 1



Copyright (© 2020 by KSI Research Inc.

All rights reserved. No part of this publication may be reproduced, stored in a retrieval
system, or transmitted, in any form or by any means, electronic, mechanical, photocopying,
recording, or otherwise, without the prior written consent of the publisher.

DOI: 10.18293/JVLC2020-N1

ISSN: 2573-7147 (online)

Journal preparation, editing and printing are sponsored by KSI Research Inc.



Journal of

Visual Language and Computing

Editor-in-Chief
Shi-Kuo Chang, University of Pittsburgh, USA

Co-Editors-in-Chief
Gennaro Costagliola, University of Salerno, Italy
Paolo Nesi, University of Florence, Italy
Gem Stapleton, University of Brighton, UK
Franklyn Turbak, Wellesley College, USA

An Open Access Journal published by
KSI Research Inc.
156 Park Square Lane, Pittsburgh, PA 15238 USA



JVLC Editorial Board

Tim Arndt, Cleveland State University, USA
Paolo Bottoni, University of Rome, Italy
Francesco Colace, University of Salero, Italy
Maria Francesca Costabile, University of Bari, Italy
Martin Erwig, Oregon State University, USA
Andrew Fish, University of Brighton, United Kingdom
Vittorio Fuccella, University of Salerno, Italy
Angela Guercio, Kent State University, USA
Erland Jungert, Swedish Defence Research Establishment, Sweden
Kamen Kanev, Shizuoka University, Japan
Robert Laurini, University of Lyon, France
Jennifer Leopold, Missouri University of Science & Technology, USA
Mark Minas, University of Munich, Germany
Brad A. Myers, Camegie Mellon University, USA
Joseph J. Pfeiffer, Jr., New Mexico State University, USA
Yong Qin, Beijing JiaoTung University, China
Genny Tortora, University of Salero, Italy
Kang Zhang, University of Texas at Dallas, USA

Journal Production Associate Editors

Jorge-Luis Pérez-Medina, Universidad de Las Américas, Ecuador

Yang Zou, Hohai University, China

il



Journal of

Visual Language and Computing

Volume 2020, Number 1
July 2020

Table of Contents

Regular Papers

A Framework for Intrusion Detection Targeted at Non-Expert Users. . .. ......coooiii i, 1
Bernardo Breve, Stefano Cirillo and Vincenzo Deufemia

Self-training algorithm combining density peak and cut edge weight . .. .. .......... ... .. ... ... .. ... ... 11
Yang Liu

An Innovative System for Supporting Acquisition and Reproduction of Gestures in Storytelling Humanoid
RODOTS . . e e e e e 17
Agnese Augello, Angelo Ciulla, Alfredo Cuzzocrea, Salvatore Gaglio, Giovanni Pilato and Filippo Vella

A Visualization Analysis of China’s Leisure Sports Research. . . ...... ... ... . ... .. . .0 . ... 27
Sun Ming, Zeng Ji and Hu Tian

An Effective and Efficient Machine-Learning-Based Framework for Supporting Event Detection and Analysis in

ComplexX ENVITONIMENTS . . . . oot ettt e e e e e et veeee et e eiee e e et e et eeee e e e 3T
Alfredo Cuzzocreaa and Enzo Mumolo

il






Breve et al. / Journal of Visual Language and Computing (2020) 1-10

Journal of Visual Language and Computing

journal homepage: www.ksiresearch.org/jvlic

A Framework for Intrusion Detection Targeted at Non-Expert Users

Bernardo Breve®*, Stefano Cirillo%* and Vincenzo Deufemia®*

“University of Salerno, via Giovanni Paolo I, 132 84084 Fisciano (SA), Italy

ARTICLE INFO

Article History:

Submitted 4.20.2020
Revised 6.21.2020

Second Revision 7.20.2020
Accepted 7.26.2020

Keywords:

Intrusion detection system
Voice assistant

Computer networks

ABSTRACT

The wide spreading of the Internet leads to the born of a whole interconnected world. Among all these
devices, smart voice assistants are gaining particular attention thanks to their ease of use, allowing
users to comfortably deploy commands for controlling other devices. The simplicity of use of voice
assistants allowed non-expert to interact with complex systems, leading to that category of users with
limited knowledge, to interact with s without being perfectly aware of the risks they are exposed
to. For example, common network monitoring systems are so useful as they are complex to use for
non-expert users. This paper presents a framework for intrusion detection specifically designed to be
used by any category of users, using visual interfaces for simplifying the user interaction with the
framework, allowing him/her to properly configure and run an Intrusion Detection System (IDS). The
implementation of voice assistants as a communication channel will further improve the overall user

Human-computer interfaces experience.

© 2020 KSI Research

1. Introduction

The spread of the Internet in all socio-economic sectors
has led to the need of educating people on the use of this tool.
The main goal is to create a society able to exploit the power
of Internet for improving daily life. The Internet of Things
(IoT) has become one of the most important technologies of
this century, allowing users to connect each type of object,
e.g., kitchen appliances, cars, thermostats, baby monitors, to
the internet in order to establish continuous communication
between people, processes, and things.

A large number of organizations benefit from the use of
these types of devices in their business processes. In sec-
tors as automotive [6, 23], public sector [34] and health-
care [3, 14], IoT has led to a real revolution. The use of
intelligent systems that take advantage of IoT devices has im-
proved safety in cars, has speeded up the time for the rescue
of a person, or simply increased the productivity of the pub-
lic administration. However, this has led to the birth of new
security issues, since it is necessary to ensure that no one can
interfere with their operations. Thus, the field of informa-
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tion security has become vitally important to the safety and
economic well-being. The personal information of each per-
son and what is connected to has enormous value and there-
fore must be preserved. To this end, new secure and safe
information systems have been provided, by using firewalls,
intrusion detection and prevention systems, authentication,
and other hardware and software solutions.

The reasons that may induce an attack to an information
system can be grouped into three main categories: access
information, alter information, or render a system unusable
[4]. These have led to the birth of intrusion detection sys-
tems (IDS), which represent tools for monitoring suspicious
activities on the network. IDS can be defined as an alarm
that monitors the network and reports intrusion to the users.
Over the years, a large number of IDSs [8] have been de-
veloped, which were later extended through the use of data
mining tools [25], data relationships [11, 37, 10], and ma-
chine learning approaches [17]. In general, we can consider
several desirable characteristics for an IDS. In particular, an
IDS should be run continuously without human supervision,
and be fault-tolerant and survivable. Moreover, it should im-
pose minimal overhead and be easily adapted to a specific
network to observe the anomaly in network traffic.

Although there are a large number of IDSs, one of the
main problems is to install and configure them in order to
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monitor a specific network. In fact, most of the existing IDSs
are used by domain experts who are able to carry out com-
plex configurations and installations. However, most of the
people subject to these types of attacks do not have skills
for configuring these systems. Furthermore, being the IDSs
similar to alarms, it is required to customize the devices and
the notification methods of these systems. Although several
visual languages and visualization techniques have been pro-
posed to support the management of security issues in the
context of Web applications [9, 12], it is necessary to use
technologies that are familiar to a large part of users.

Voice assistants are increasingly popular and functional,
and they have become a routine part of everyday life for
many people. Initially, these assistants did not bring big
news. But their developers knew they still had a bright fu-
ture because, like any other technology, voice recognition
needed some more time to evolve. In fact, over time, a large
number of features have been developed that take advantage
of artificial intelligence (AI) and machine learning for allow-
ing users to use complex tools through their voice. For these
reasons, in this paper, we propose a new framework that al-
lows non-expert users to install and configure an IDS on the
network. In particular, we propose a new modular architec-
ture with an easy-to-use user interface to customize an IDS.
Moreover, we propose an innovative module for interacting
with Alexa aiming to execute and monitor the status of an
IDS via voice commands.

The paper is organized as follows. Section 2 describes
recent work concerning IDSs and tools to support non-expert
users in the use of systems that require deep domain knowl-
edge. Section 3 provides an overview of the different types
of IDSs. Section 4 presents the architecture of the proposed
framework by describing the underlying components. Sec-
tion 5 briefly discusses the most crucial aspects for non-
expert users interacting with an IDS and how we are focus-
ing our efforts to meet their needs. Section 6 concludes the
paper by presenting our conclusions and future directions.

2. Related Works

The goal of the proposed solution is to allow a large num-
ber of users to use IDS systems despite their inexperience.
In fact, the recently proposed IDSs do not consider how they
can be used by non-expert users. As an example, the IDS
proposed in [ 19] takes advantage of a deep learning approach
based on the self-taught learning technique (STL), but the
authors explicitly declare that this tool is targeted at network
administrators, and not at common users.

One of the most relevant work has been presented in
[21]. Here the authors proposed an innovative network IDS
to combat increasingly sophisticated network attacks. It takes
advantage of a Hidden Naive Bayes multiclass classifier to
create an effective IDS that outperforms one of the most used
IDS based on SVM [2]. The goal of both researches were to
create efficient tools without considering if non-expert users
are capable to use them or not.

In this work we introduce an innovative framework to

support non-expert users in the use of different types of IDSs.
Through this framework we can increase the user’s aware-
ness of what is happening on their network. This topic has
been widely discussed by researchers, who have created sev-
eral tools and user interfaces to increase interaction between
users and systems.

Recently, one of the studies that addressed the problem
described above is [15]. The authors developed a visual in-
terface for non-expert users, in order to increase awareness
of what happens on the network during daily browsing ses-
sions. Indeed, they have shown that most users are unaware
of the type of information are exchanged during the brows-
ing sessions and need specific tools to solve this problem.
The proposal has been deeply evaluated and analyzed from
the point of view of the user experience in [9].

In [7], authors have compared 13 different visualization
tools for network analysis aiming to outline their pros and
cons. They have used qualitative coding as part of their re-
search design in order to select several metrics to evaluate the
advantages and disadvantages of the analyzed tools. Their
primary purpose is to increase the security analyst’s situa-
tional awareness without considering the final users.

In literature, few tools have been proposed to facilitate
the use of IDSs by non-expert users. In [29], authors have
defined a simplified sound-assistant that mitigates the sound
in order to uniquely notify network attacks. In particular,
they exploit distinctive sounds for each attack scenario so
that the users easily identify the type of attack. The proposed
tool could be integrated within network IDSs.

Other research on human-computer interfaces for sup-
porting IDS has focused on bimodal applications, visual and
sound, to notify network intrusions. For example, in [26] the
authors introduce immersive spatial audio representations of
network events that exploit 3D visual representations for in-
teractive auto-stereoscopic.

3. Overview of IDSs

In this section, we provide a general overview of Intru-
sion Detection Systems (IDSs). The latter can be classi-
fied as Network-based IDSs (NIDSs) and Host-based IDSs
(HIDSs) [36].

A NIDS is designed to observe the passing traffic on the
entire subnet, detecting attacks that involve all the devices on
the network [33]. A HIDS, instead, runs on an independent
device of the network and monitor the incoming and out-
coming packets from the device, looking for the presence of
any malicious activity occurring to the system the HIDS is
attached to. Alongside these two categories of IDSs, there
also exist hybrid solutions, which combine the information
provided by both the network and single devices’ feedback
to develop a complete view over the network system [35].

IDSs can also be classified based on the methodology
used for the identification of intrusions. In this case, they
can be classified in two main categories: Signature-based
detection (SD), Anomaly-based detection (AD) [5, 20].
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Figure 1: Architecture of the proposed framework.

3.1. Signature-based detection

Signature-based detection systems rely on a set of spe-
cific patterns (or strings), called signatures, representing the
network traffic trend during a certain type of known mali-
cious attack. Following the analysis of the network traffic
performed by the system, the extracted data is compared
with the stored signatures. When a correspondence is found,
this would immediately lead to areport of an attack in progress,
and it would provide details about the type of attack and its
characteristics. The comparison with the stored signatures
can be performed with different techniques such as data min-
ing [31], design patterns [16, 27], or involving both central-
ized and distributed components [18]. The main advantage
of this intrusion detection methodology relies on the simplic-
ity of the identification process, which mainly involves an
extrapolation process followed by a comparison [24]. This
method is ideal for identifying known attacks and obtaining
simultaneously all the details about them. On the contrary,
identifying an attack based on a restricted set of patterns
limits the number of intrusions that could be recognized.
Also, the knowledge base requires to be kept continuously
updated, which is often a difficult and time-consuming pro-
cess [32].

3.2. Anomaly-based detection

The anomaly-based detection methodology relies on the
application of machine learning techniques for building a
trustful activity model [30]. This methodology looks for any
deviation from the known behavior derived from monitoring
the system activities over a certain period. Indeed, after the
system has been trained long enough to generate a model of
what activities, hosts, or even users affect the system, any
incoming and outcoming anomaly traffic will be compared
and declared dangerous if some of its characteristics cannot
be found in the model.

The main advantages are the high dynamicity and ex-

tensibility of the model since they capable of identifying
new and unforeseen anomalies afflicting the system. On the
contrary, its weak point relies on the low accuracy of ac-
quiring attacks’ information since the methodology does not
use a proper knowledge base, as done by signature-based
approaches since it is strictly connected to the information
acquired from the observed events. Moreover, the system
cannot be operative straight away after its installation, but
requires a certain amount of time for training the model, and
adapt its analysis in response to the usual behavior of the
network (or host) activities.

4. Framework

The proposed framework has been designed to improve
the user’s awareness of the network traffic and to simplify
the IDS configuration process for receiving alerts when an
attack is identified. The main idea is to create a modular
framework that adapts to the different types of IDSs. This
framework allows the user to manage their network through
a visual interface and voice commands. The goal is to facili-
tate the installation and configuration of an IDS while ensur-
ing the correct operations. The architecture of the proposed
framework and its phases are described in the following sec-
tions.

4.1. Overall framework architecture

Normally, people use different types of devices without
knowing what really happens during each usage and what
the risks are. Therefore, it is difficult for them to configure
network security tools. For these reasons, we have analyzed
all the communication phases, starting from the interaction
between users and devices to design different components
for the architecture of the proposed framework. The archi-
tecture involves components designed to ensure high modu-
larity, adaptability, and ease of configuration.
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Figure 2: Architecture of the proposed skill.

The first challenge was to define an easily configurable
and usable module by any type of device (Figure 1(a)). Thus,
we have divided the architecture into three different layers
that contain all the main components involving during net-
work packets exchange. More specifically, our purpose is
to monitor the outgoing and incoming traffic from the net-
work during the connection between the devices and the lo-
cal network controller. The first layer (Figure 1(b)) is divided
into two distinct modules: devices and security configura-
tion modules. The first is connected to Alexa so that it lis-
tens to voice messages and extracts the intents of the users.
Through this module, the user defines the IDS configuration
parameters. The security configuration module communi-
cates with the third layer (Figure 1(c)). Using the parameters
defined by the user, it automatically configures and executes
the IDS manager on the network, in order to monitor web
traffic. IDS Manager is a stand-alone component that can be
easily replaced or updated as long as the framework configu-
ration phase is repeated. Moreover, one of the main compo-
nents of IDS is the Notifier. It is one of the main elements of
interaction with the user. In fact, the Notifier communicates
directly with devices for sending reports of attacks to physi-
cal and virtual devices. The interaction modules with instant
messaging apps and some of the most well-known social net-
works will be integrated into the framework. Users will be
able to customize the notification devices by using the de-
vice configuration module. The framework allows each user,
with experience or not, to configure an IDS for their network
and customize any device for receiving any alert.

4.2. Alexa custom skill architecture

One of the main proposals concerning this paper relies
on the usage of voice assistant capabilities to ease the over-
all user experience with the system. Interaction with do-
mestic voice assistants has been gaining prominence in the
last period, becoming a very useful and simple communica-
tion channel [28]. Voice assistants, such as Google Home or
Alexa, provide SDKs for the implementation of customized
functionalities allowing for the definition of both the inter-
action model with the user and the logic to deploy the com-
mands on other devices. For this reason, we are planning the
implementation of a customized functionality for the Ama-
zon Alexa voice assistant, called "skill" [1], through which
the user can vocally interact with the IDS modules.

Figure 2 shows in detail how the vocal requests of the
users are transformed into the corresponding commands that
are deployed to the IDS modules. In particular, the user can
launch the skill by pronouncing its name preceded by key-
words like: “Alexa run” or “Alexa start”. This starts the skill
and enables the process of communication between the user
and the framework through the voice assistant. Any pro-
nounced command deployed by the user to the skill is re-
ceived and passed through the API at the cloud orchestrator.
It has the goal of communicating and synchronizing the ac-
tions of all the other modules in the Amazon cloud. The
first involved module is the Speech Language Understand-
ing (SLU) whose task is trying to match the specific request
with the action. Indeed, all the actions a skill can execute,
called intents, are associated with several utterances the user
can pronounce to trigger that intent. When a match is found,
the corresponding intent is passed back to the cloud orches-
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trator, which asks the Alexa Skill Service to perform that in-
tent. The custom skill we are planning to design will at this
point contact the IDS to fulfill the user’s request. After that,
the system will return back to the skill with responses like the
system status and notification about any intrusion occurring.
In the last phase, the response received from the system is
sent from the cloud orchestrator to the Text to Speech (TTS)
module, which is responsible to translate the textual content
into the voice that will be played by the Alexa device.
Technically, the implementation process of a custom Alexa

skill relies on two main components:

e the front-end (or Interaction Model);

e the back-end handled through an AWS Lambda func-
tion.

4.2.1. Interaction model

The Interaction model allows for the definition of the dif-
ferent Intents that the skill should allow. For each intent, a
list of sample utterances needs to be defined, which will help
the Alexa Skill Service to associate a user vocal command
to the corresponding action.

Figure 3 shows a prototype of the interaction model we’re
designing for the Alexa custom skill. On the left-hand side, a
list of all the intent we defined is proposed. In particular, the
figure shows a total of seven intents, three of which are the
intents we added, and the remaining ones are the so called
Built-In Intents, which are added by the Alexa Skill Service
by default. These intents are inserted for providing the ba-
sic functionalities such as the cancellation of the previous
spelled token, the possibility to ask Alexa for help about the
available commands for the skill, and the capability to both
to exit the skill or asking Alexa to go back to the homepage

for the skill, i.e., the first interaction process happening be-
tween the user and the skill. However, the utterances for en-
abling the intents and the logic for executing such procedures
need to be specified by the developer. By inserting these in-
tents by default and especially making them not removable,
the Alexa Skill Services ensures that the developer provides
these basic functionalities that are considered mandatory.

The three custom intents we defined so far allow users
to query the current state of the network environment and
begin the process of configuring the IDS. The statusIntent,
whose details are shown in Figure 3, handle all the requests
coming from the user concerning the status of the network
environment, specifically, if any type of intrusions has been
detected in the recent period. For this intent, we provided
some basic utterances such as “What is my network status”
or simply “Network status”. Luckily, the Al-driven Natural
Language Processing module offered by Alexa, expands au-
tonomously the set of possible utterances said by the user, so
that we do not have to define specifically all the utterances
the user could say for triggering the intent.

The configurationIntent is responsible for starting the con-
figuration process. After the user pronounces the command
“start configuration” the back-end handler of the intent sends
the request to the Device Configuration Module, which replies
with the parameters required to correctly configure the IDS.
Among the parameters, there is the IP address of the machine
on which the IDS is installed. The acquisition process of
this parameter is handled by the get/PIntent. Figure 4 shows
how we designed the utterance for correctly interpreting the
IP address said by the user. To this end, we applied another
useful feature offered by the Alexa Development Skill Kit:
the intent slots. Since we do not know in advance what num-
bers the user will provide as IP address, we use the intent slot
to define a pattern of four groups of numbers separated by the
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sb = SkillBuilder()
sb.add_request_handler(LaunchRequestHandler())
sb.add_request_handler(StatusIntentHandler())
sb.add_request_handler(StartConfigurationHandler())
sb.add_request_handler(GetIPHandler())
sb.add_request_handler(HelpIntentHandler())
sb.add_request_handler(CancelOrStopIntentHandler())
sb.add_request_handler(SessionEndedRequestHandler())
sb.add_request_handler(IntentReflectorHandler())

sb.add_exception_handler(CatchAllExceptionHandler())

lambda_handler = sb.lambda_handler()

Figure 5: The list of handlers in response to user's inputs

dot sign. Each group of digits can be later associated in the
back-end with four different variables, which are then com-
bined to produce an IP address string (e.g., 172.16.254.12)
that is sent to the Device Configuration Module. In order to
avoid abnormal values, each group of digits has been pro-
vided with a validator, which sets boundaries of expected
values for each intent slot. In our case, we expect each group
of digits to have a value between 0 and 255.

4.2.2. AWS lambda function
We are implementing the back-end side of our skill through

the AWS Lambda Function offered by the Amazon AWS
Cloud service. The whole function is written in Python and
is responsible for providing the computation logic in response
to the user’s commands. Figure 5 shows the list of the han-
dlers we are working on at the time this paper is written. All
the handlers define a class composed of two crucial methods:
can_handle and handle. The former is always called at any
time an input is received by the interaction model, and has
the task of verifying if that particular handler is the one in
charge of managing the user’s request. Instead, the latter is

class LaunchRequestHandler (AbstractRequestHandler):
"""Handler for Skill Launch."""
def can_handle(self, handler_input):
# type: (HandlerInput) -> bool

return ask_utils.is_request_type("LaunchRequest”)(handler_input)
def handle(self, handler_input):

speak_output = "Welcome, to the network monitoring skill! Say \"Start configuration\" to start”
return (
handler_input.response_builder
_speak(speak_output)
.ask(speak_output)
.response

)

Figure 6: An example of Intent Handler

the method that performs the computational operations and
formats the response string that will be said by Alexa.

Figure 6 shows an example of request handler. In partic-
ular, this handler is the one responding to the launch com-
mand of the skill, i.e., the user asking “Alexa, start Network
Monitoring”. The can_handle method do not apply any spe-
cific verification other than ascertaining that the intent in-
volved in the command is LaunchRequest. This type of ver-
ification is automatically performed by the Alexa Skill API
thanks to the method is_request_type, which returns true if
the matching between the user’s command and the sample
utterances is positive. The handle method, in this case only
format the response message that has to be presented to the
user. Moreover, other than only welcoming the user, the
method also asks the user to pronounce the utterance “start
communication” which we will be intercepted by the afore-
said configurationIntent. The .ask method is responsible for
keeping the Alexa on listen, waiting for the next utterance to
be pronounced. Whether that method is removed, this will
force Alexa to stop any listening process until the wake word,
i.e., “Alexa”, is pronounced by the user.

4.3. Intrusion Detection System architecture

The intrusion detection system architecture will also rely
on two-layer architecture comprehensive of a front-end for
communicating results about the monitor process to both ser-
vices and Alexa, and a back-end for monitoring the network
and detecting possible attack pattern.

4.3.1. Front-end technologies

The graphic user interface is based on the bootstrap li-
brary in order to provide a fluid interaction, a modern look,
and also the possibility to have a responsive interface capa-
ble of adapting the different components according to the de-
vice where the interface is displayed, such as a smartphone,
a tablet, or a personal computer.

Another important aspect that needs to be addressed by
the front-end layer is the social account setup. Indeed, the
user may want to receive feedback about the changes of sta-
tus in the network with a message on Telegram, or by pub-
lishing a tweet through his Twitter account. In order to achieve
this, the user has to grant authorization for allowing the IDS
to automatically operate on the user’s accounts. The pro-
cess of displaying authorization messages is required to be
performed through proprietary interfaces, which also some-
times are provided with security captcha for verifying that



Breve et al. / Journal of Visual Language and Computing (2020) 1-10

the one who is granting authorization is an actual human be-
ing. Unfortunately, this process cannot be performed through
the vocal interaction of the Alexa skill.

4.3.2. Back-end technologies

The back-end of the IDS defines the logic for detecting
specific anomalies in the network environment, identifying
the attack patterns, and possibly obtain details about the at-
tacker/s.

The algorithm for monitoring the network offers the de-
tection of common attacks based on probing the network en-
vironment. In these types of attacks, the attacker sends mod-
ified packets to the user network monitoring the automatic
response the system provides; by doing so the attacker has
the possibility to quickly verify whether there is a possible
flaw s/he can exploit for penetrating the system. For exam-
ple, a FIN scan is a type of attack characterized by sending
anomalous TCP packets to the victim’s ports, having only
the FIN flag active. By technical specification, the network
that receives a packet with only FIN flag active on a closed,
secure port, has to response with another packet. On the
contrary, if this packet is sent on an open and so vulnerable
port, the network has to ignore the received packet. Thus, by
monitoring whether a contacted host response to the anoma-
lous packet or not, the attackers can understand if there are
any flaws in his/her victim’s network. Other than detect-
ing a FIN scan attacks, the IDS also provides detection over
TCP ACK&Window, UDP, ICMP, XMAS and NULL scans
attacks.

The IDS provides also detection over Denial of Service
(DoS) attacks, which represent a particularly delicate issue,
especially in the IoT domain [22]. DoS attacks aim at ex-
hausting the resources of a computer system, this can be
achieved by saturating with packets the network environ-
ment in such a rate that the system is not able to process
all incoming requests, causing it to fail. These attacks are
particularly popular in the IoT domain, since the low com-
putational power of IoT device, makes them prone to fail un-
der a conspicuous amount of requests. Other than detecting
DoS attacks afflicting the network, the IDS is also capable
of recognizing some other type of attacks aiming at making
the network fail, or even penetrating the system by granting
unauthorized access, e.g., DHCP Exhaustion, Man in The
Middle (MiTM), SYN flood attack, Fake access point, Ping
of Death attack.

Finally, the IDS also provides the possibility of obtaining
partial information about who performed the attack. Indeed,
if the system achieves to obtain the IP (or the IPs) of the at-
tackers, it is possible to exploit external services which are
able to geolocalize the position of an IP address all around
the world, together with other information, such as: is that IP
associated with a website domain? What host has to sell the
domain? Who registered the domain? It is worth mention-
ing, however, that really often attackers make use of tools
and techniques for hiding their true IP address by, for exam-
ple, making sure that a request is passed through a server
located in a remote area, i.e., a proxy, before attacking the

victim. Hence, the IP the victim intercepts is the IP address
of the server and it becomes very difficult to go back to the
original sender, especially if the proxy step is repeated sev-
eral times.

5. Discussion

In this section, we will go through some of the most
crucial and difficult aspects that a non-expert user needs to
tackle down to correctly set up an IDS. We will also provide
a general discussion about the solutions we are planning to
implement for making all these steps possible.

We identified four main phases required for correctly us-
ing an IDS and we will walk through each of them describing
our contribution plans.

5.1. Installation

The installation process is the first step a non-expert user
needs to face when approaching an IDS. The main problem
with this phase relies on the conspicuous amount of pre-
requisites the user has to deal with before actually proceed
with the installation. Furthermore, most of the commands
need to be deployed through a console command line, which
represents an uncomfortable tool to interact with. To ease
this issue, we are planning to include all the installation steps
in an installer, a GUI-based software commonly found in the
Microsoft Windows OS domain. An installer is composed of
several windows describing the necessary steps to pursue the
installation of the software.

Hence, through a minimal interface user will have the
possibility to specify the paths where all the required files
will be saved and granting the mandatory authorizations for
the correct execution of the IDS.

5.2. Configuration

After the installation phase, another crucial step is con-
figuring the IDS. Indeed, it is necessary for the user to pro-
vide some essential parameters to obtain a correct network
traffic monitoring together with the identification of intru-
sions. For example, it is fundamental for the user to provide
the name of his/her network interface, i.e. the physical in-
bound and outbound connection port connecting the com-
puter on which the IDS has been installed to the router and
so the Internet.

To ease this type of process, we have planned to rely on
a specifically designed visual interface, which will imple-
ment several visual metaphors designed to be suitable for
the knowledge level of the non-expert users approaching it.
The introduction of this new level of abstraction will help
the users to complete a correct system configuration without
getting lost into the details of technical terms.

5.3. Usage

Being a monitoring system whose main task is to silently
monitor and evaluate in the background the quality and type
of network packets being exchanged, the active contribu-
tion by the non-expert users is reduced to the necessity of
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starting the IDS. However, this operation needs to be per-
formed through a command launched from bash, which as
mentioned above represents a particularly complicated step
for inexperienced users. For this reason, we have planned
the introduction of a series of automatism allowing the sys-
tem to start without the user having to forcefully act on the
system.

Alongside this choice, a useful alternative in this sce-
nario would have been provided by the interaction capabil-
ities offered by voice assistants. The Alexa custom skill we
described earlier would allow the user to easily interact with
the whole system, requesting to start the IDS and asking for
information regarding its state of running.

5.4. Notification

Finally, the last step is the one that involves how to notify
the user of the presence of an intrusion within the system.
Even at this juncture, the use of a voice assistant providing
immediate notification of the system’s security status seems
to be a suitable choice with respect to the knowledge level
of the non-expert users. For this implementation phase, the
challenge will be to program the type of message that the
voice assistant will have to pronounce, avoiding phrases that
can mislead the user and make the seriousness of the danger
unclear. For example, the use of a phrase such as: “The
system is under DDoS attack™ is totally incomprehensible
to a user who is unable to understand the seriousness of the
danger of a DDoS attack which, in the IoT context, was the
cause of one of the most devastating hacker attacks, the Mirai
Botnet [22].

Therefore, it will be essential to find the right formula-
tion to prevent the user from underestimating (or overesti-
mating) the severity of the intrusion.

5.5. User involvement

Being a framework specifically designed for end-users,
the overall involvement of them in the realization and test-
ing phases plays a fundamental role in the achievement of
a simple, functional, and effective system. For this reason,
the development of the user interface will see the collabora-
tion of some users, to whom we will submit some surveys to
test their preferences. By doing so it is possible to direct the
system towards the development of an interface more akin
to user needs.

Another important phase will be the evaluation of the
quality of the user experience. Thus, this type of evalua-
tion will be planned with the involvement of a large group
of users, which we’ll seek among who has little or no knowl-
edge of computer technologies. Moreover, we will ask them
to fill in different surveys in order to evaluate the usability
and effectiveness of the framework.

6. Conclusion

Intrusion detection systems (IDS) have been defined as
an essential security measure in any type of network. They
are an important component that permits to identify network
attacks by analyzing network traffic. This paper presents a

framework that allows non-expert users to monitor their net-
work and identify any attacks. In particular, we have defined
two different modules connected to the main components of
an IDS. Through this approach, it is possible to adapt our
framework in different IDS systems. Moreover, an innova-
tive skill for Alexa has been proposed, in order to allow users
to run the IDS through voice commands.

In the future, we would like to continue implementing
the framework, integrating it with different IDSs. Moreover,
we intend to perform supervised tests by involving people
with different qualifications and knowledge skills. Each test
will consist of several configuration tasks that allow the users
to simulate the installation phases of a custom IDS through
the proposed framework. The tests will focus on highlight-
ing the difficulties encountered by each user during the in-
teraction with the framework. At the beginning of each test,
users will have to fill a background survey in order to state
the prior domain knowledge. After completing the super-
vised test, we will provide users with a final evaluation sur-
vey which will allow us to verify the effectiveness of our
framework.

Finally, we plan to extend the approaches proposed to
capture the user navigation intents for improving the intent
understanding task [13].
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The proposed method not only makes full use of space structure information, but also solves the
problem that some data may be classified incorrectly. Thus, the classification accuracy of algorithm is
improved in a great measure. Extensive experiments on real datasets clearly illustrate the effectiveness
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1. Introduction

Data classification is a very active research
direction in the field of machine learning. In order to
train an effective classifier, traditional supervised
classification methods often require a large number of
labeled samples. However, in practical applications,
the acquisition of labeled samples requires a large
price and is not easy to obtain, and the acquisition of
unlabeled samples is relatively easy. Therefore, when
the number of labeled samples is small, supervised
classification methods are difficult to train an effective
classifier[5,9].In this case, the semi-supervised
classification method, which requires only a small
number of labeled samples and makes full use of a
large number of unlabeled samples, has attracted more
and more attention. [4,7] Self-training is one of the
commonly used methods in semi-supervised
classification. First, an initial classifier is trained with
a small number of labeled samples, and the unlabeled
samples are classified. Then, select unlabeled samples
with higher confidence and their predicted labels,
expand the labeled sample set, and update the
classifier. These two processes continue to iterate until
the algorithm converges.

[1,3,7]Self-training methods do not require any

specific assumptions, are simple and effective, and

DOI reference number: 10.18293/JVLC2020-N1-004
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have been widely used in many fields such as text
classification, face recognition, biomedicine, and so on.
But self-training classification algorithms also have
some drawbacks, such as the classification
performance is limited by the size of the initial labeled
data set and their distribution across the entire data set.
Aiming at the shortcomings of the self-training method,
[11] Considering the spatial distribution of the data set,
a semi-supervised fuzzy c-means clustering method is
proposed to optimize the self-training algorithm (ST-
FCM). This method integrates the semi-supervised
clustering technology as an auxiliary strategy into the
self-training process. The semi-supervised clustering
technology can effectively mine the internal data
spatial structure information contained in the
unlabeled samples and better train the classifier.
However, the fuzzy c-means clustering method cannot
find the spatial structure of non-Gaussian distributed
data sets well. [2,5,8] proposed Self-training based on
density peak of data (ST-DP). In the ST-DP algorithm,
the spatial structure of the data is found using density
peak clustering. Although the method based on density
peak clustering can make effective use of the spatial
structure of various data distributions, the ST-DP
classification of some datasets with more overlapping
samples after visualization Ineffective. Subsequently,
[11,14] used Differential evolution (DE) to improve
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the self-training algorithm, and proposed a self-
training algorithm based on differential evolution (ST-
DE). [15] This method uses DE algorithm to optimize
the newly added labeled samples during self-training.
Although the ST-DE algorithm solves the problem of
overlapping samples, the optimization algorithm
brings too many complicated operations to a certain
extent. This method does not fundamentally solve the
shortcomings of the ST-DP algorithm. The main
reason is that in the self-training labeling process,
those overlapping samples after visualization are
extremely easy to be labeled. The ST-DP algorithm
uses these mislabeled samples directly for subsequent
iterative labeling, which ultimately reduces the
performance of the trained classifier.

Based on the ST-DP algorithm, this paper
proposes a Self-training method based on density peak
and cut edge weight (ST-DP-CEW). This method not
only selects unlabeled samples, uses the density
clustering-based method to discover the underlying
spatial structure of the data set, and selects
representative samples for label prediction. Further,
the correctness of the predicted labels can be identified
by using the statistical method of cutting edge weights.
Cutting edge weights and density peak clustering make
full use of the sample spatial structure and unlabeled
sample information, solve the problem of some
samples being labeled incorrectly, reduce the
accumulation of errors during iteration, and can
effectively improve the performance of the classifier.

2. Algorithm construction

In this paper, we improve the -classification
accuracy of the self-trained  semi-supervised
classification algorithm by starting with the wrongly
labeled samples during the self-training process. Based
on ST-DP, the ST-DP-CEW algorithm is proposed.
First, the spatial structure of the data set is discovered
by density clustering method, and representative
samples can be preferentially selected for label
prediction during each iteration. Then, we use the
statistical method of cutting edge weights to judge
whether the samples are correctly labeled, and update
the labeled set with the correctly labeled samples. The
above process is iterated until all unlabeled samples
are completely labeled.
1.Spatial structure of data

Clustering is a typical unsupervised learning
method. The process of clustering can discover the
spatial structure of data. The method based on density
clustering can find the spatial structure of non-
Gaussian distributed data sets and can automatically
determine the number of clusters.

In this paper, let L = {(x[,y‘)} be the labeled
sample set, where X, is the training sample, and Y; is
its label. v, € {o,,0,,-, 0} i=12,--,m S is the

number of categories. U ={x,,,,X, ., ,%,) is

12

the unlabeled sample set. The local density of sample
X; is defined as follows:

PFZZ(%—dc)

Among them:
(x) 1, x<0
xX) =
d 0, x20

d; is the Euclidean distance between samples x,
and X, ,and d. is called the truncation distance. It is a
constant that has no fixed value and is related to the
data set itself(Wang & Xu, 2017). After calculating the
P value of each sample X, , find the sample X; that
is closest to sample x; and has a greater local density,

point X, to X;, and find the spatial structure of the
data set.
2. Statistical method of cutting edge weights

[7]Trim weighting is a method to identify and
process mislabeled samples. First, in order to illustrate
the similarity of the samples, a relative adjacency
graph is established on the data set. The two samples
X, and X; are connected side by side, if the following
conditions are met:
d(x,,x/) < max(d(x,.,x,,,),d(x/,x,,,)),Vm #i,j Where d(x,,x,) is
the distance between samples X;
adjacency graph, if two samples with edges connected
by different labels, this edge is called a cut edge. In an
adjacency graph, if two samples with edges connected
by different labels, this edge is called a cut edge. If X;
has many cut edges, that is, most of the samples in the
neighborhood have labels that are different from those
of x, , it is considered that it may be labeled
incorrectly. Therefore, cut edges play an important
role in identifying mislabeled samples. For different
samples, they may have the same number of cutting
edges, but the importance of each cutting edge is
different, so each edge in the adjacent graph is given a
weight. Let W, be the weight of the edges connecting

and X; . In an

samples X; and X;.
Finally, the hypothesis test was used to identify
whether sample x; was labeled incorrectly. The sum

of the trimming weights J, of sample ¥, is defined as
follows:

J, = Z Wiin(j)
=1

Among them,
. Loy#y,
1,(j) = {O _ !
’ Vi = yj
n; is the number of samples with edges connected to
sample ¥;, and ¥, is the label of sample x; . If the /,
value of the sample X, to be tested is large, it is
considered that the sample may be labeled incorrectly.
For hypothesis testing, the null hypothesis is defined
as follows:

H, : All samples in the adjacent graph are labeled
independently of each other according to the same
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probability distribution pro, . pro,
probability that the sample label is V .

In order to do a bilateral test, you must first
analyze the distribution of J; under #, . Under the

represents the

null hypothesis, Z,(/) is an independent identically
distributed random variable subject to a Boolean

parameter of 1 - pro, . So the expected #, and
variance o> of /, under H , are:
My = (1 - pro, )Z w,
j=1
o’ = pro, (1 - pro,, )Z w,
j=1
J, follows the normal distribution

J,~ N (#,07) under the original hypothesis # , ,
so the selected test statistic is
Ji ~ Mo

(e}
Given a significance level of & , the rejection domain
is:

u =

w = {\u = u]—a/Z}

The rejection domain that gets the sum of the trimming
weights is
W = [—oo,,u0 -0 u,_, 2]u [/‘o +0o -ul_a,2,+oo]
For sample x; to be tested, if the value of J; is
significantly lower than the expected value under # .,
that is, the rejection field on the left, the sample is
marked correctly, otherwise it may be marked
incorrectly. The main steps of the algorithm for
identifying wrongly labeled samples using the edge-
cut weights statistical method are as follows:
Stepl. Create a relative adjacency graph for the
sample set, and initialize the correctly labeled sample
set T ={} and the incorrectly labeled sample set

T ={2}.
Step2. To assign weights to each edge in the adjacent
graph, calculate the cut-edge weights of each sample
and the expected and variance under the original
hypothesis.
Step3. Given the significance level, calculate the
rejection domain.
Step4. If the value of J; is in the rejection field on the
left, the label is correct, and the correct label set is
updated; if it is not in the rejection field on the left,
look at its neighbor samples. If the neighbor samples
are all within T, then relabel with most label markers
Otherwise, x; mark errors, update the error mark set.
Step5. Repeat the above steps until all samples are
tested.
3. Weight selection

The weight of each edge plays an important role
in the statistical method of the edge weight. In this
paper, the weight is first used to normalize the other
nearest neighbor distances in the neighborhood by
using the maximum nearest neighbor distance of each
sample. Then calculate the probability that the sample
has the same label as each neighboring sample, which
is the weight of the edge.

13

be the k

adjacent samples of sample (*;,»;) , that is, they are

Let sample set {x|, ... x|

connected to X, with edges. X; is the training sample,
¥; is the label of X;, and the distance between each
adjacent sample and X, satisfies the condition:
d (xhl,x,) <d (xhz,x,) <. <d (x,)k,x,) . Use the
k -th nearest neighbor sample distance of X, to

normalize the distance from the first £ —1 adjacent
samples to ¥, , then the normalized distance is:

d (xu , X, )
d (xi,k > X )
The weight of each edge in the adjacency graph is:

1 ox _D(xl.,/,xi)
N 7 (R

D(x[__/.,xl): , J=12,-k

Wy = P(xi,_f ‘xi) = >
4. Self-training algorithm based on density and
trimming weights

Since the self-training algorithm tends to mark
unlabeled samples at each iteration, these errors will
be involved in the next iteration, which will affect the
training of the classifier and reduce the performance of
the algorithm. Therefore, in the process of self-training,
identifying wrong labeled samples plays an important
role in the performance of the algorithm. There are
many methods for identifying sample labels, the
common ones are filtering methods based on
classifiers and data editing techniques based on nearest
neighbor rules.

The classifier-based filtering method mainly
divides the existing labeled sample set into n subsets
during each iteration training, and uses the same
learning algorithm such as C4.5 to train n in all
possible n-1 subsets to get n Different classifiers. Then
use n classifiers to classify the unlabeled samples, and
select the labels of the samples according to the
principle of consensus or majority voting. The data
editing technique based on the nearest neighbor rule
mainly relies on distance, and judges whether the label
of the sample to be predicted is correct according to
the labels of k nearest neighbor samples.

Classifier-based methods have extremely high
requirements for the partitioning of sample sets and
the selection of learning algorithms. The selection of
distance metrics and values based on the nearest
neighbor method need to be set in advance. If it is not
selected properly in advance, it will cause a judgment
error and affect the final classification effect. In
addition, neither of these two methods uses a lot of
valuable information carried by unlabeled samples in
the recognition process, which reduces the accuracy of
recognition. The method of cutting edge weight
statistics to identify wrongly labeled samples does not
need to set any parameters in advance, and it can also
make full use of the information of unlabeled samples.
Therefore, in order to improve the classification
accuracy of the self-training algorithm, this paper
incorporates the method of cutting edge weights to
statistically identify the wrong label samples into the
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ST-DP algorithm, and proposes the ST-DP-CEW
algorithm. The algorithm first uses the density
clustering method to discover the spatial structure of
the data set, and uses the spatial result information to
preferentially select representative unlabeled samples
for label prediction during the iteration process, which
improves the accuracy of predicting labels. Then use
the method of cutting edge weight statistics to judge
whether the prediction label is correct. Use the
correctly labeled samples for the next training. The
specific steps of the algorithm are described as follows:

Stepl. Use the density clustering method to find
the true space structure of the entire data set.

Step2. (a) Use KNN or SVM as the base
classifier, and train an initial classifier with the initial
labeled sample set;

(b) label prediction on the "next" unlabeled
sample of all samples in;

(c) identify whether the "next" sample is correctly
labeled by using the method of trimming edge weights
to obtain a correctly labeled sample;

(d) Repeat (a) through (c) until all "next" samples
of have been marked.

Step3. (a) Perform label prediction on the
"previous" unlabeled samples of all the updated
samples;

(b) Identify the "previous" sample using the edge-
cut weighting statistical method to obtain the correct
labeled sample, and then update the classifier;

(c) Repeat (a) and (b) until all "previous" samples
of have been marked.

Obviously, Step3 is similar to Step2, except that
the "next" in Step2 is replaced with "previous".

3. Experimental results and analysis

In order to illustrate the effectiveness of the
algorithm, the proposed algorithm is compared with
existing self-training algorithms on 8 real data sets.
The datasets are derived from the KEEL database[6].
Samples with missing values are deleted from the
Cleveland and Dermatology datasets, and the rest of
the datasets are not processed. Related information is
shown in Table 1.

Table 1 Experimental data set

data set size  dimension  category
Bupa 345 6 2
Cleveland 297 13 5
Dermatology 358 33 6
Glass 214 9 7
Haberman 306 3 2
Tonosphere 351 34 2
pima 768 8 2
yeast 1484 8 10
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The comparison algorithms used are: traditional
self-training algorithms using KNN and SVM as
classifiers, self-training classification algorithms based
on fuzzy c-means clustering (ST-FCM), density-based
self-training classification algorithms (ST-DP), and
Self-training classification algorithm (ST-DE) based
on differential evolution. The specific parameter
settings are shown in Table 2.

Table 2 Parameter settings of related
algorithms in the experiment

algorithm parameter
KNN K=3
Same settings as
SVM Literature(Chih-Chung &
Chih-Jen, 2011)
ST-FCM g =1
ST-DP P =2
P, =2 ;DE—POAC(L,L)Same
settings as Literature(Chih-Chung
STDE ¢ Chih-Jen, 2011)
ST-DP- P, =2 ;Significance
CEW level: o =0.05

1. Implementation of the experiment

A ten-fold cross-validation strategy was used to
perform experiments on the dataset using KNN and
SVM as base classifiers. Take one fold as the test set
and the remaining nine fold as the training set. In each
experiment, 10% of the samples in the training set are
randomly selected as the initial labeled sample set, and
the rest are unlabeled sets. In order to ensure the
accuracy of the experiment, the ten-fold cross-
validation experiment was repeated ten times, and the
average value of the ten experiments was finally
selected as the final experimental result. Accuracy rate
(AR), Mean accuracy rate (MAR), and Standard
deviation (SD-AR) are used as comparison criteria for
the classification performance of the algorithm.
Calculated as follows:

Norg

v (0./(x)

T, i=1

AR

MAR =13 4r,

n =i

SD - AR = \/l—z (AR, - MAR)’
n o=

/(%) is the predicted label of the sample, N;. is
the size of the test set, n is the number of times the
experiment is repeated, MAR represents the
classification performance of the algorithm, and SD-
AR represents the robustness of the algorithm. MAR +
SD-AR is selected as the basis for judging the
performance of the algorithm.

Tables 3 and 4 show the experimental results of
the data set with KNN and SVM as the base classifier,
respectively. The bold data indicates that the algorithm
performs better in classification. As shown in Tables 1
and 2, when the initial labeled sample is 10%, the
average classification accuracy of ST-DP-CEW on
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multiple data sets is significantly better than other
comparison algorithms. However, when the algorithm
is based on the SVM classifier, the classification
accuracy of ST-DP-CEW on the dataset Cleveland has
basically not improved. This is mainly because the
values of most attributes in the dataset are close to 0.
For the same attribute, The differences between the
samples are small, resulting in a small difference
between the samples as a whole, and the
discrimination of each category is reduced, which
affects the final classification effect.

Table 3 Experimental results when the base classifier
is KNN (MAR + SD-AR, %)

Classifier: KNN

dataset KNN ST- ST-DP-
only FCM ST-DP  ST-DE CEW

Bupa 5448+ 5691+ 58.88+ 59.13+ 62.27+
7.99 9.34 8.79 8.43 6.21

Clevela  46.79+ 46.47+ 48.16+ 49.15+ 52.17+
nd 6.70 7.46 8.65 8.54 7.84

Dermat  53.60+ 56.18+ 7094+ 73.98+ 78.19+
ology 8.10 7.58 8.18 7.21 6.64

Glass 50.54+ 5L58+  55.26 5740+  61.65+
7.59 7.67 M.84 8.35 6.83

Haberm  67.59+ 67.92+ 69.31+ 6891+ 72.19+
an 9.28 9.52 6.91 8.29 7.11

Ionosph 7435+ 7235+ 80.61+ 81.20+ 83.45+
ere 8.00 8.33 4.05 5.44 7.78

pi ma 67.72+ 6498+ 6640+ 6693+ 70.05+
5.32 4.56 2.54 4.57 2.70

yeast 4596+ 48.32+ 49.19+ 50.74+ 53.10+
5.83 3.22 3.28 4.71 3.62

Table 4 Experimental results when the base classifier
is SVM (MAR + SD-AR, %)

Classifier: SVM

dataset KNN ST- ST-DP-
only FcMm  STDP STDE - rpy

Bupa 60.86= 6257+ 6550 6580= 67.01+
733 7.70 7.56 6.30 8.20

Clevela 53.84+ 53.84+ 53.82+ 5382+ 53.84+
nd 8.33 4.29 8.76 7.39 9.32

Dermat  56.41+ 5728+ 68.14+ 7236+ 78.25+
ology  9.64 9.65 6.54 9.72 9.28

Glass  4481% 4634 4946+ 5136+ 5472+
9.87 8.07 9.10 7.99 7.75

Haberm  70.59+ 71.61= 71.85+ 7224+ 74.62+
an 7.06 4.10 5.56 7.62 5.71

lonosph 7833+ 7975+ 80.92+ 8234+ 84.92+
ere 4.16 8.16 6.10 522 6.82

. 71755 72.53+ 7512+ 75.78= 77.23+
prma 613 6.37 4.72 2.40 3.16

yeast 31546 3076+ 3121+ 3243+ 3581+
2.9 3.68 3.34 4.5 2.63

4. Conclusion

In this paper, based on the ST-DP algorithm, a
self-training algorithm based on density peaks and
edge trimming weights is proposed based on the
samples that may be mislabeled during the self-
training iteration process. That is, the method of
statistically identifying cut-off weights to identify
incorrectly labeled samples is integrated into the ST-
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DP algorithm. It not only considers the spatial
structure of the data set, but also solves the problem
that the samples are incorrectly labeled. In addition,
the calculation of the weights in the adjacency graph
also makes better use of the spatial structure of the
data set and the information carried by the unlabeled
samples. The effectiveness of the ST-DP-CEW
algorithm is fully analyzed on the real data set.
Especially when the proportion of initially labeled
samples is low, the proposed algorithm has greatly
improved performance compared to existing
algorithms. In the subsequent work, we will discuss
how to better construct the adjacency graph, and
introduce a function that measures the probability of
label error in the recognition process to make label
recognition more accurate.
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ABSTRACT

The work describes a module that has been implemented for being included in a social humanoid
robot architecture, in particular a storyteller robot, named NarRob. This module gives a humanoid
robot the capability of mimicking and acquiring the motion of a human user in real-time. This allows
the robot to increase the population of his dataset of gestures. The module relies on a Kinect based
acquisition setup. The gestures are acquired by observing the typical gesture displayed by humans.
The movements are then annotated by several evaluators according to their particular meaning, and
they are organized considering a specific typology in the knowledge base of the robot. The properly
annotated gestures are then used to enrich the narration of the stories. During the narration, the
robot semantically analyses the textual content of the story in order to detect meaningful terms in
the sentences and emotions that can be expressed. This analysis drives the choice of the gesture that
accompanies the sentences when the story is read.

© 2020 KSI Research

1. Introduction

Nowadays, robots collaborate more and more with hu-
man beings, helping them to achieve different goals. In this
context, the recognition and subsequent reproduction of ges-

tures becomes extremely important.

effectiveness of social robots. On the other hand, other stud-
ies like [28, 22, 10] consider knowledge management tech-
niques (e.g., [10]) to improve this phase. Sometimes, it is
possible to enrich or even replace one’s narrative exposure
with gestures. This ability can be particularly relevant in a
storytelling context, and, in general, in assistive robotics. In

Considering that communication between human beings is
based not only on verbal interaction but also through nonver-
bal cues, a humanoid robot capable of interacting with peo-
ple combining both speech and gestures would improve the
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this context, a gestural expressiveness is indeed desirable to
strengthen the meaning conveyed by the words spoken by a
robot.
Processing the semantic content of a text and adding the ex-
ecution of proper gestures while the robot is telling some-
thing, or generally, while it is interacting with human beings,
is essential for improving the effectiveness of communica-
tion, avoiding trivial and boring situations. The capability
to exhibit emotions and to show expressiveness during sto-
rytelling is fundamental to obtain an effective engagement
[32] [13] [3]. As reported in [35], the use of bodily expres-
sions in robots facilitates a mood induction process of the
story and improves the storytelling experience.

In our Lab we are working on NarRob, a social robot
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which plays the role of a storyteller [4] [3]. It is embodied in
the Softbank robotic platforms Pepper and NAO, and it can
show a body expressiveness to emphasize the semantic and
the emotions arising from the text. In an early version, Nar-
Rob performs an analysis of the text in a story, and it then
annotates each sentence by @) the emotion expressed in the
text and b) the terms that can be associated with gestures,
which are then performed while the robot is telling the story.
In the specific, NarRob exploits: 1) a gesture module to ac-
quire gestures and store them in a knowledge base 2) a chat-
bot module integrating an OWL ontology, used by the robot
to have a conversation with users, before and after the nar-
ration, to deepen specific concepts involved in the narration;
3) an annotation module that makes it possible for the robot
to detect meaningful terms as well as an emotion expressed
in the text and to annotate the story with specific tags 4) an
expressivity module that is used by the robot to convert the
tags in gestures and expressions.

NarRob was equipped with a repository of manually an-
notated gestures. The gestures mainly came from the Pepper
gesture dataset, and some other samples have been added us-
ing the timeline utility from the SoftBank Choregraphe suite.
In this case, the gestures are acquired by using the timeline
of Choregraphe, recording the sequence of postures obtained
by using the robot like a puppet. Another modality consists
of using an acquisition device that allows for tracking of the
skeleton of a human performing the posture. This paper re-
ports the evolution of NarRob with the implementation of a
module designed to acquire and reproduce the gestures per-
formed by a human during an interactive session.

In particular, we illustrate the development of a module
of NarRob, named Gestures Module, aimed at acquiring in
real-time gestures from human users, recording them, and
executing them both as they are being recorded, and in a
mirrored version. The module allows the robot to reproduce
also simple poses instead of complete gestures. We have de-
fined a mapping algorithm to allow a SoftBank Pepper robot
to reproduce the tracked gestures as close as possible to the
original ones.

The development of this module makes it possible for the
robot to learn more and more gestures in real-time by using
a low-cost RGBD camera. This allows enriching in a faster
manner the gestures dataset of the robot.

In our approach, we exploited a Microsoft Kinect sen-
sor to capture the motion data from a user. The Microsoft
Kinect is a popular choice for any research that involves body
motion capture. It is an affordable and low-cost device that
can be used for noninvasive, marker-less tracking of body
gestures. In particular, we used the OpenNi driver for the
Kinect, the NiTE 2.2 libraries for detecting the user skele-
ton, and the Kinetic version of ROS with the module pep-
per_dcm to provide package exchange and bridging between
the computer and the robot and Ubuntu 16.04. We focused
on the movements of the arms and the head, laying the ba-
sis for the extension of the same approach to the remaining
parts.

In what follows, after a section where related works are
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reported, we describe the NarRob components, focusing on
the module aimed at the acquisition and reproduction of ges-
tures.

2. Related Works

Using motion capture to control or teach a robot is a
concept that have gained more and more attention in recent
years, due to the many applications that it can have, from in-
dustrial work to social interactions. A device often used for
this purpose is Microsoft Kinect, due to the cost and com-
plexity of a standard motion capture setup. For example,
Baron et al. [6] controlled a Mindstorm NXT artificial arm
with sensor Kinect, employing gesture recognition to regu-
late arm movement. Chang et al. [8] developed a Kinect-
based gesture command control method for driving a hu-
manoid robot to learn human actions, using a Kinect sensor
and three different recognition mechanisms: dynamic time
wrapping (DTW), Hidden Markov model (HMM) and prin-
cipal component analysis (PCA).

Sylvain Filiatrault and Ana-Maria Cretu [18] used sen-
sor Kinect to mimic the motion of a human arm to a NAO
humanoid robot. In their case, the software architecture is
based on three modules: Kinect Manager, Interaction Man-
ager, and NAO manager. The Kinect Manager deals with
the events and data captured by the Kinect. The class Kinect
Transformer is used to get the Euler angles of the desired
joints. The Interaction Manager is the intermediary between
the Kinect and the robot and contains the repository for the
joints used by the other two modules. The use of a joint
repository of all articulations allows reducing the data to be
processed as some joints are not needed. Finally, the NAO
manager contains the static and dynamic constraints to apply
to each one of the articulations, as well as the methods that
allow the control of the robot movements. To be sure that
the robot has enough time to execute the gesture, a delay of
200 ms between one cycle and the next has been introduced.

Augello et al. [1] modelled a computational creativity
behavior in a dancing robot using deep learning . The data-
set used as a base was collected using a Kinect and together
with a Variational Autoencoder that allows mapping input
patterns in a latent space it allowed the robot to create new
dancing moves in real time as it listened to music. Itauma et
al. [19] used a Kinect to teach an NAO robot some basic Sign
Language gestures. The aim was teaching Sign Language to
impaired children by employing different machine learning
techniques in the process. Shohin et al. [24] used three dif-
ferent methods to make a robot NAO imitate human motion:
direct angle mapping, inverse kinematics using fuzzy logic
and iterative Jacobian.

Miguel et al. [25] used a Kinect sensor and a Convo-
lutional Neural Network (CNN) trained with the MSRC-12
dataset [33] to capture and classify gestures of a user and
send related commands to a mobile robot. The used data-
set was created by Microsft and had 6244 gesture instances
of 12 actions. To have gestures of the same length, with-
out losing relevant information, the system used a Fast Dy-
namic Time Warping algorithm (FastDTW) to find the opti-
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mal match between sequences by non linearly warping them
along the time axis. This resulted in all gestures normalized
to sequences of 667 frames, with each frame having 80 vari-
ables, corresponding to the x,y,z values for each of the 20
joints, plus a separation value for each joint. The resulting
667x80 matrix is used as the input of the CNN, which clas-
sifiesitin one of the 12 possible g estures. The CNN was
trained using two strategies, combined training consisting
of a single CNN to recognize all 12 gestures and individual
training with 12 different CNN, each capable of recogniz-
ing only one gesture. The accuracy rates were 72.08% for
combined training and 81.25% for the individual training.
Moreover, Unai et al. [36] developed a natural talking
gesture generation behavior for Pepper by feeding a Gener-
ative Adversarial Network (GAN) with human talking ges-
tures recorded by a Kinect. Their approach in mapping the
movements detected by Kinect on the robot is very similar
to what we used, but while they feed the resulting values to a
neural network (a GAN), we use the (filtered) values directly.

3. The Humanoid Storyteller Modules

In what follows we mainly describe the new Gestures
Module that has been implemented in NarRob and its inter-
action with the other storytelling modules of NarRob, i.e. the
Annotation Module, the Chatbot Module, and the Expressiv-
ity Module.

3.1. Gestures Module

The Gesture module deals with collecting acquired ges-
tures, saving them in a knowledge base. In a previous imple-
mentation of this module [4] the dataset was mainly based on
the animations available in the NAO robot animations pack-
age, and enriched with a limited set created by recording and
annotating a sequence of postures of the robot through Soft-
bank Choreographe Suite.

The gesture module has been improved to enrich the data-
set with new gestures acquired by capturing the movements
of human people with a low cost RGB-D camera.

The module is structured in a set of components, to in-
crease its versatility for future projects and to simplify ex-
tensions of the current project.

The first module is named Viewer, and it extracts data
frames from the Kinect camera (consisting of nine float val-
ues: three values for a joint position in 3D space, four values
for quaternion from the origin and reliability values for both)
and sends them in a pipe. The module also provides the feed
of the Kinect camera with the overlay of the tracked user’s
skeleton. The frame data is long 8640 bytes. It is composed
of 15 joints, with 9 values each and a representation of 64
bytes for each value. The data is sent to the Gesture_Brain
module.

The Gesture_Brain module works both as a gateway for
the ROS system [34] and as the module where actual data
processing takes place. The gathered data cannot be used
directly: a mapping is required to correctly associate each
joint user position to the equivalent one in the Pepper robot.
For this reason, the data is parsed and structured in a 15 X 9
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Figure 2: Structure of the gesture acquisition module

float matrix, which is then split into three matrices: one for
coordinates, one for quaternions, and one for reliability val-
ues. In our approach, we exploit only the first matrix con-
sidering always high the reliability. We, therefore, assume
at this stage that the captured joint data is accurate enough
for our purpose, as the Kinect already discards joints whose
reliability values are too low.

The joint position data is then used to estimate Pepper
joint angles, specifically shoulder pitch, shoulder roll, elbow
roll and elbow yaw for both arms and head yaw for the head.

The additional left and right wrist yaw and head pitch
joint angles have been set to 0, since the Kinect camera is
too imprecise to give a good estimate of that points.

When all the required values have been collected, the
joint angles are sent to the robot using the ROS threads pro-
vided by the pepper_dcm bridge. These threads consist of
multiple joint angles divided into groups, each group repre-
senting a body part. As we are interested only in the move-
ment of arms and head, we use three of them: head, left arm,
and right arm.

The bridge reads the sent values and the time stamp be-
tween each capture to dynamically compute in real-time the
gesture trajectory. The spatio-temporal information allow
the system to be as accurate as possible so that the gesture
can be properly executed. The bridge itself is endowed with
the in-built Self Collision Avoidance (part of the NaoQi li-
brary) while the wait and breathe animations have been de-
activated, since they interfere with the commands sent by the
pepper_dcm.

3.1.1. Mapping user Gestures into Pepper Movements
The Pepper robot has five degrees of freedom for each
arm (each one associated with a joint), unlike human beings
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who have seven. A mapping is thus required between the
detected user gestures and their reproduction by the robot.
From the Kinect camera the Cartesian coordinates for
each joint, the quaternion for each segment (both referenced
globally), and a reliability value for both are extracted. The
bridge pepper_dcm uses the Euler angles to communicate to
the robot the new position of its joint angles. We preferred to
use the 3D space coordinates since the extracted quaternions
do not represent the rotation from the previous position, but
rather the rotation from a reference quaternion. This could
lead to excessive inaccuracies when the values are converted
in Euler angles.
Let x , y and Z be the unit vectors for each axis, that is:

x =(1,0,0)
y=1(0,1,0)
z=(0,0,1)

Let S} , E; and W7 be the coordinates of the shoulder, the
elbow and the wrist of the left arm respectively, S; E; and
E; W, are defined as:

S Ep=E -S;
ELWL = WL _EL

SR, is the supplementary to the angle between S; E; and
—X axis:

SR, = % —arcos(S, E - —x) (1
S Py is the angle between the projection of S; E; on zy plane
and z axis, shifted in range to avoid the jump discontinuity
at 7 and —7x:

3 —_—
SP, =rx— modh(zﬂ +arctan(S Ep ., S Ep ) (2)

For values of SR; close to 72—[, S P; become unstable. As
such, in the algorithm is assigned a value of O for SR; > 1.3.

ERis the angle between E; W) and S E;, shifted by 7:

ER; = % +arcos(E,W, - S, E;) ?3)

EY;is the angle between the projection of E; W} on zy
plane and z axis, shifted in range for stability reasons, plus
-SP;:

EY; =m— modz,,(%ﬂ+
+ arctan(ELWLz, ELWLy) - SPL (4)

The right arm is almost the same as the left arm, the only
difference is that some angles have the opposite sign.

Let H N be the difference between the coordinates of the
joints H (head) and N:

HN=H-N

The head yaw HY is the angle between the projection of
H N on the xz plane and the z axis:

HY = ~arctan(HN_ HN,) ~ 3 o)

20

Smoothing movements through a Line of Best Fit: The
Kinect joint detection is based on the shape of the user, which
is redrawn at every frame. While calibrating the sensor helps
to reduce the resulting jerkiness but a significant amount of
noise can still remain. This noise can be approximately clas-
sified in two categories:

e a constant gaussian noise caused by small alteration
on the detected shape and

e large "spikes" when the Kinect fail to guess the posi-
tion of one or more joints (especially common when
part of the limb is outside the frame or when two or
more joints overlap).

A simple way to compensate part of this noise is to use a line
of best fit.

In particular, given k points in (x, y) coordinates system,
we must find the values ¢ and ¢, in the equation

p(x) =cox + ¢y
that define the straight line minimizing the squared error
k
E=3._olp(x) = yl?
in the equations

XoCo T €1 =Y
X1¢ot ¢ =y

XpCo+ ¢ =Yg

The result is a smoother movement, especially when the
Kinect camera is not able to detect the exact coordinates of
a given joint. This is because, given a disturbing signal, the
line of best fit can be seen as an approximation of the tangent
line that the signal would have at that point if all the noise
were removed. This is not always true, especially when the
signal changes rapidly, but it’s close enough in most cases to
give a generally cleaner movement.

3.1.2. Modes of Operation

Besides acquiring the user movements in order to in-
crease the gestures knowledge base of the robot, the Ges-
ture module has also some additional features implemented
to increase the breadth of experiments that can be performed
with the system or to help with future projects. In particular,
the module can act into three modalities: 1) Mimic mode, 2)
pose mode, and 3) Playback mode.

The behavior of the module is managed by a set of input
parameters, named mode, mirror_flag, json_file_name, LA-
Jjpos, RAjpos, Hjpos. The first parameter determines which
one of the three different modes of operation will be used
(default 0), the second one determines if the mirror mode is
activated or not (default false), the third defines the name of
the text file used to record (in mode 0 and 1) or read (mode
2) the gestures (the default value is NULL, that is no record-
ing) and set a flag (record_flag) to 1, the fourth, fifth and
sixth ones are used to determine the pose to use in mode
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1 (as default, the robot will spread its arms parallel to the
ground, in a pose that in animation is known as "T-pose").
More in details, the modes of operation of the main program
are:

e Mode 0, or "Mimic Mode", is the default mode and it
allows the robot mimicking the movements of the user.
The record flag is used to store the data, so the output
is not just sent to the ROS publishers, but recorded in
a JSON(JavaScript Object Notation) file. This file is
then linked to a dataset of gestures that can be stored
and annotated in order to be reproduced later. If the
mirror flag is active, each movement is mirrored dur-
ing the execution. In case both the record and mir-
ror flags are active, the mirrored movement will be
recorded and saved in a specific file to be linked to the
gesture dataset.

Mode 1, or "Pose Mode", make the robot execute a
pose (defined at the beginning by the value of the given
parameters) already stored in the gestures ontology.

We considered a scenario where the Pepper robot showed

a specific pose and the user had to replicate it as closely
as possible. The scenario involves the use of both the
normal mode and the mirror mode. A proper distance
algorithm calculates how close is the pose of the user
to that one performed by the robot. The distance is
separately evaluated for the head, the right upper arm,
the left upper arm, the right forearm, and the left fore-
arm. If the user pose keeps all body parts below their
respective distance thresholds (defined separately for
each body part), the pose is assumed to be correctly
replicated. If the record flag is activated the returned
distance values are saved. When the mirror flag is set
to "on" the user should try to replicate the mirrored
version of the shown pose.

Mode 2, or "Playback Mode", consists of reproducing
a previously recorded gesture. The mirror flag, even
if selected, doesn’t have any effect on this procedure.
The name, necessary to activate the record flag, is used
as the name of the gesture linked to the gesture ontol-
ogy. In this case the goal is twofold: just emulating
a gesture or asking a user to emulate the gesture it-
self. This could be done either for learning activities
(e.g. teach pupils some gestures) or for therapeutic
ones (e.g. physical exercises for elderly).

3.1.3. Auxiliary Algorithms

In the following we describe a set of auxiliary algorithms
that we have included in the Gesture Module to implement
its tasks.

Distance measurement To measure the distance between
the robot pose and the detected pose, we used a distance mea-
surement algorithm. For each arm, the related joint angle
group (consisting of Elbow roll, Elbow yaw, Shoulder pitch,
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Figure 3: Structure of the algorithm when recording (the text
file can be either the recorded gesture in mode 0 or the record
of distance values in mode 1)
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Figure 4: Structure of the algorithm in mode 2 (the txt file in
this case is the coding of a previously recorded gesture)

Shoulder roll, and Wrist yaw) is split into two vectors, rep-
resenting the upper arm (Shoulder pitch and Shoulder roll)
and the forearm (Elbow roll, Elbow yaw, and Wrist yaw).
Including the joint angle group for the head (Head yaw and
Head pitch). The position is represented with five vectors.
To avoid that joint angles with a larger range of values could
excessively affect the final result, each angle is normalized
dividing the value by its maximum value. This process is ap-
plied both to the robot pose and the detected pose of the user,
producing five pairs of vectors. Finally, a Mean Squared Er-
ror algorithm is applied at each pair of vectors, resulting in
five distances defined in the interval [0,1]. With this sep-
arated evaluation we found that the final measure is more
precise and reliable allowing to define separate thresholds if
a pass/fail system is implemented (like in our case).

Mirroring: The activation of the mirror flag activates the
mirror algorithm for any detected movement. This means
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that in mode 0, the robot will mirror the user (and if the pro-
gram is recording, it will record the mirrored movement),
while in mode 1, the user will have to mirror the shown pose.
The mirroring mode consists in switching the detected an-
gles between the left and the right arm, changing the sign of
every angle except shoulder pitch. For the head yaw angle,
a simple change in the sign is enough.

Recording and Playback: If the recording flag is active,
the program will write a text file in JSON syntax with the
joint angles sent to the robot (mode 0) or the distance from
the given pose (mode 1) for each frame.

In mode 2, the records created in mode O can be reproduced
by the robot.

In mode 0, the fields for each frame are:

e AbsTime: Date and time when the frame was cap-
tured, to the microsecond.

e Left_Arm: Vector containing the joint angles of the
left arm joint group.

e Right_Arm: Vector containing the joint angles of the
right arm joint group.

e Head: Vector containing the joint angles of the joint
head group.

In mode 1, the fields for each frame are:

e AbsTime: Date and time when the frame was cap-

tured, to the microsecond.

Error_Left_ Arm_Shoulder: the measured distance be-
tween the given position and the detected position of
the left upper arm.

Error_Left_ Arm_Elbow: the measured distance be-
tween the given position and the detected position of
the left forearm.

Error_Right_Arm_Shoulder: the measured distance
between the given position and the detected position
of the right upper arm.

Error_Right Arm_Elbow: the measured distance be-
tween the given position and the detected position of
the right forearm.

Error_Head: the measured distance between the given
position and the detected position of the head.

4. From Words to Gestures and Expressions

The gestures acquired by the kinect are used by the robot
in order to improving its communication abilities by adding
expressiveness to the narration, by including gesticulation to
emphasize what is being said by the robot.

The operation of the module that draws the gestures from
the dataset has two main phase; during the first phase, it
parses the sentence that has to be said, looking for the terms

22

that directly correspond to a given gesture; if a match is
found, the term is annotated for being associated with a ges-
ture; otherwise, the focus of the parser in oriented at finding
the verbs in a sentence. A POS is then executed and the
verbs present in the sentence are analyzed by using Word-
net: in particular, a lemmatization task is run in order to
find the lemma of the verb under exam; once the lemma has
been found, a score s(lemma_verbl,lemma_kb) € [0, 1] is
computed between the lemma of the verb in a sentence and
the lemmas that are associated, in the knowledge base of the
annotated gestures. The score is determined by calculating
the shortest path linking two senses in WordNet by consid-
ering the “is-a” relationship [23]. In this first version of the
system, the score computation takes into account only the
most frequent sense for each lemma, speeding up the anal-
ysis. A similarity threshold T§;,, € [0, 1] is experimen-
tally fixed. If s(lemmay,,,,;,lemma;) 9 Ty;,,), the action
corresponding to the /emmay, that gives the highest value
of s(lemma,,,, lemmay,) between the lemma associated to
the verb detected in the sentence and the lemma associated to
the action stored in the list of gestures that can be performed
by the robot. If the value of s(/lemma_verbl,lemma_kb) is
below the value of T§;,,), the verb is ignored and no specific
gesture is performed by the robot.

Furthermore, an emotion detection module, presented in
[26], has been exploited to find if there is a basic emotion
that could be associated to that particular sentence that will
be said. The emotion detection module acts on the com-
municative channels of the robot that could be associated
by a human observer to some emotions, e.g., the color of its
LEDs, the speed of its speech, and the inclination of the head
[171[20] [5].

The emotion that can be associated to a given sentence
is one of the well known Ekman basic emotions: anger, dis-
gust, fear, joy, sadness and surprise. If no emotion is de-
tected, the neutral label is used. The module exploits a lit-
erature lexicon derived from the Word-Net Affect Lexicon
[30] [31] and the methodology, based on the Latent Seman-
tic Analysis (LSA)[21] paradigm, that has been presented in
[26].

That approach assumes that a sentence d can be encoded
as a point in a Data Driven “conceptual” space, by calculat-
ing a vector d whose i-th component is the number of times
the i-th word of the vocabulary is present in d. The vector d
is subsequently mapped into a reduced-dimensionality “con-
ceptual” space induced by LSA.

At the same time, a set of vectors acting as emotional “bea-
cons’ have been used to map a text from the conceptual space
to an emotional space. In particular, six sets Eg,o0/ s Egisqust
s+ s Egupprise Of vectors constituting the sub-symbolic cod-
ing of each “beacon” identifying a basic emotion have been
used. The generic vector belonging to one of the sets is en-
coded in the same “conceptual” space together with the sen-
tence s of the story that has to be said. Once the sentence
s is mapped into the “conceptual” space, it is possible to
compute its emotional fingerprint following the methodol-
ogy illustrated in [26], which consists in exploiting seman-
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tic similarity with the vectors that are associated to each
one of the six E; sets. The emotional space is build as a
six-dimensional hypersphere where all the sentences are en-
codes. Each region of this hypersphere is associated to a set
of emotional expression of the robot. The element associated
to the highest value of emotion determines the main emotion
expressed by the sentence. A minimum value of threshold
Th_e € [0, 1] has been experimentally established in order
to label sentences that do not carry any emotion as “neutral”.

Thanks to this encoding, the system is provided with a
module that makes it possible to generate an expressive be-
havior, according to the story annotations. In particular a
gesture tag triggers a proper movement according to what is
is stored in the gestures dataset, and to produce an emotional
expression.

For the emotions, we have encoded six possible emo-
tional expressions, corresponding to the Ekman categories
(i.e., anger, disgust, fear, joy, sadness, surprise), that has
been defined by setting some of the robot communicative
channels that can be correlated by a human observer to some
emotions, such as the color of its LEDs, the pitch and speech
rate, and the head inclination. [17] [20] [5] [29].

4.1. Annotation Module

This module of NarRob is aimed at the semantic annota-
tion of possible actions and the emotional labelling of sen-
tences.

The gestures acquired with the Gestures Module are an-
notated in an interactive manner according to their specific
meaning and labelled into the gesture ontology.

The robot, before reading a story, analyzes its composing
sentences, extracts the actions to perform and the emotions
to manifest as well.

Each story is then offline analysed through a dependency-
parsing by using the Stanford CoreNLP tool. This analy-
sis is performed to obtain the dependencies graphs of the
sentences. Each graph is then analyzed starting from the
root, where each node is compared with the annotations of
the gestures in the KB. Each time a match is found, the tag

Start(gesturename) is added to the text to give an indication
of the gesture that robot should perform in that specific point
of the story. Figure 5 shows an example for the sentence
“When they were gone, Cinderella, whose heart was very
sad, cried bitterly”, extracted from the well known story of
Cinderella !. In the specific case there are two words cor-
responding to the annotations in the gestures dataset. How-
ever, the priority is given according to the order of the de-
pendencies, in this case one of the words (the verb cry), is the
root of the sentence and will be chosen to add the gestures
tag.

The annotations related to the emotional content of the
story are inserted according the six Ekman categories. These
categories have been widely used also in other contexts [27]
[16] [14]. Here we exploit the approach described in section
4 When a specific emotion is detected, the t ag mood( “Emo-

IThe text is extracted from https://www.storyberries.com/fairy-tales-
cinderella-or-the-little-glass-slipper/
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root ( ROOT-0 , cried-14 )
advmod ( gone-4 , When-1)
nsubjpass ( gone-4 , they-2 )
auxpass ( gone-4 , were-3 )
advcl ( cried-14 , gone-4 )

nsubj ( cried-14 , Cinderella-6 )
nmod:poss ( heart-9 , whose-8 )
nsubj ( sad-12 , heart-9 )

cop ( sad-12 , was-10)

advmod ( sad-12 , very-11)
acl:relcl ( Cinderella-6 , sad-12 )
advmod ( cried-14 , bitterly-15 )

Figure 5: The dependencies of the analyzed sentence

tionName”, EmotionWeight) is added in the text, where the
weight specify how intense is the emotion according to the
emotion detection algorithm.

This text passage is an example of annotated story, taken
from “ The Real Princess”> by Hans Christian Andersen:

mood("SADNESS") gesture(ThunderGesture)
One evening a fearful tempest arose, it thun-
dered and lightened, and the rain poured down
from the sky in torrents:

mood("SADNESS")

besides, it was as dark as pitch.
mood("ANGER") gesture("HearGesture")

All at once there was heard a violent knocking
at the door, and the old King, the Prince’s fa-
ther, went out himself to open it.

4.2. The Chatbot Module

This module relies on a chat-bot engine based on the
SALVE architecture [2], and a conversational Knowledge
Base described through a set of question-answers modules,
named categories, and written in an enhanced AIML mark-
up language, named S-AIML. This rule engine manages the
interaction according to typical practices of interaction.

The chatbot exploits also an OWL? ontology, formal-
izing the main concepts related to the specific domain for
which the robot has been suited[4].

Moreover, the Chatbot is not only aimed at interacting
with the user during the storytelling activity. It is exploited
also to label the recently acquired gestures with proper de-
scriptions through an interactive session. An example of di-
alogue is reported below:

U: NarRob, please pay attention to this new gesture

R: Ok. I am waiting and recording

The user makes a gesture that is acquired by the Kinect
U:End of gesture

R: I have acquired a new gesture. I can repeat it
Narrob executes the PlayBack mode of the recently acquired
gesture

R: Has the gesture been correctly reproduced?

U: Yes, it has

R: What label should I assign to the gesture?

U: The gesture can be labelled with “come here”

Zhttp://www.gutenberg.org/cache/epub/1597/pg1597.txt
3W3C Web Ontology Language (OWL)
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R: Ok. Done. Gesture acquired, labelled and saved for fu-
ture storytelling.

5. Conclusions and Developments

We have presented in detail the realisation of a specific
module for our NarRob Architecture aimed at acquiring ges-
tures from an user by using a low-cost RGB-D Camera, such
as the Kinect.

NarRob exploits an annotated corpus of text and an on-
tology of gestures to associate body signs and emotional ex-
pressions to the narration, by selecting the best appropriate
gestures fitting the meaning of a sentence or part of a sen-
tence. The goal is to obtain a not trivial, not pre-defined, and
a more involving interaction with a user. Gestures have been
acquired by a Gesture Module, which is capable of detecting,
storing and reproducing the user poses with a Kinect camera
with sufficient accuracy.

The first experiments show that the reproduced move-
ments are quite accurate and smooth; the recording and ex-
ecution of the gestures are very close to the real-time move-
ments. However, sometimes, certain positions cannot be re-
liably detected, due to imprecise behavior of the Kinect out-
put when joints overlap each other, and to excessive reliance
on the silhouette to detect the human body and the lack of
joints in key points of the detected skeleton (like the hands).
There is also an environmental factor, like lightning and po-
sitioning, that can make accurate user detection problem.

The robot can acquire gestures form an human user and
reproduce them in an adequate manner by using also a proper
mapping procedure that allows to approximate the gestures
of human beings. Furthermore, the robot, thanks to the Ges-
ture Module, is potentially autonomously capable of acting
both as an instructor and a learner by exploiting the gesture
mirroring feature.

In future works, a neural network will be also trained
to recognize and classify the gestures to give a proper an-
swer, creating a more realistic verbal communication be-
tween humans and robots. Possible improvements should
include a more effective detection algorithm for the Kinect,
more efficient ways to execute the mapping, the use of all
points detected (not just limbs and head), the use of the offi-
cial Microsoft SDK to have even more points detected (pro-
vided it’s possible to retrieve all the necessary libraries) and
a more general user-friendly experience (like the ability to
set a timer for recording). Moreover, we plan to improve
our framework as to deal with novel and emerging big data
trends including performance (e.g., [7, 12, 9]), and privacy
and security (e.g., [11, 15]).
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ABSTRACT

The social economy’s continual development has produced gradual increases
in disposable income, which have enriched leisure activities. In order to
engage progress in the research of leisure sports in China over the past 20
years and contribute a new angle and direction to the research of leisure
sports in China, this paper summarizes the internal and external characteristics
of the country’s leisure sports research. The data visualization software
CiteSpace5.0 is applied to provide a macro analysis of the development of
China’s leisure sports research over the past 20 years. This method has not
been applied to research of this kind before, and this reiterates the innovative
character of this paper. It achieves this by extracting the 1998-2017 leisure
sports literature from the CSSCI database before applying bibliometric Visual
Analysis Software CiteSpace 5.0 to this material. It finds that the momentum
of the development of the county’s leisure sports is positive, and observes the
initial establishment of a cooperation network. However, it also highlights a
number of problems, which include the insufficient depth of disciplinary
research, the lack of interdisciplinary research results (as shown by the
adoption of a single research paradigm) and the neglect of frontier issues.

© 2020 KSIResearch

1. Introduction

But there are a number of general problems in the
study of China’s leisure sports that need to be resolved.
These are as follows: 1) The definition of the leisure

China’s leisure sports research mainly focuses on the
history, development status and problems encountered
by leisure sports research. Although this research had a
late start (Kong Chuihui, 2009), its development has
been rapid and it has provided enriching perspectives
and generated methods that can be applied (Xiaoyu
and Hai, 2016).
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sports concept is ambiguous and is not sufficiently
comprehensive (Wu Jiangang, 2003; Li Xiangru,
2015); (2) Leisure sports research has limited depth
and its results are not sufficiently influential (Xiaoyu
and Hai, 2016); (3) Most of the research has an
international focus, and does not sufficiently refer to
China (Xiaoyu and Hai, 2016); (4) a single research
method tends to be adopted and cooperative and
interdisciplinary research is limited; (ibid) (5) research
groups are not sufficiently diverse and do not
sufficiently acknowledge engagement in leisure sports
activities across different social classes (Jiangang,
2003; Chuihui, 2009).

There are grounds for believing that the
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development of leisure sports will make an important
contribution to the rapid transformation of Chinese
society and its future modernization. China therefore
provides an ideal opportunity to study the relationship
between leisure sports research and the stage of
national development. Here it should be remembered
that most of the research samples of leisure sports have
been taken from Western contexts. The study of the
development of China’s leisure sports research over
the past 20 years will provide insight into its future
direction.

This paper will explore dynamic changes in China's
leisure sports hotspots during the period 1998-2018; it
does so with the intention of identifying key
characteristics of China's leisure sports research,
predicting future research trends and highlighting
problems that can be engaged by Chinese researchers.
Although development trends in China’s leisure sports
research have been extensively engaged (Jiangang,
2003; Limin, 2007; Xiaoming, 2008; Chuihui, 2009;
Xin, 2012; Xiaoyu, 2016; Xiuyu, 2016), there are still
research shortcomings that need to be directly
addressed. This paper seeks to contribute to this
process by providing an overview of all literature
related to leisure sports topics that were published by
CSSCI journals and incorporated into the China
Knowledge Network (CNKI) during the period 1998-
2018. It will apply Citespace with the intention of
gaining insight into the literature’s features, strengths
and deficiencies, along with its dynamic development.

2. Literature Review

China is the world's second largest economy. In
2018, its gross domestic product (GDP) reached
$90.03 trillion (USD) and its population expanded to
1.395 billion, accounting for about one-fifth of the
world's population. (World Bank, 2018) Since the
1980s, China's annual economic growth rate has, on
average, exceeded 9 percent, which far surpasses the
annual growth rate of 2.3 percent recorded for
developed economies during the same period. (World
Bank, 2011). Rapid economic development has greatly
improved Chinese living standards (Li et al., 2012)
and residents of mainland China now have the time
and financial resources to participate in leisure
activities. (Liang & Walker, 2011).

In recent times, China's booming economy and
overall national strength has created huge dividends
for its citizens. Personal income has also increased as a
result of more efficient resource allocation and more
incentives for private investment (Easterlin et al.,
2012). During this transition period, both the leisure
time (Yin, 2005) and leisure consumption of Chinese
residents have increased significantly (Zhai & Xiao,
2004).

2.1 The conceptualization of ‘leisure sports’

28

Chinese scholars have not yet reached an agreement
on what ‘leisure sports’ are, and this has interrupted
research into conceptualization. The most renowned
experts in this area are Tian Hui, Ma Huizhen, Zhou
Aiguang, Lu Feng and Xiao Huanqi. Ma Huizhen
(2008) and Zhou Aiguang (2009). They define ‘leisure
sports’ in similar terms, and observe they are a sports
activity engaged in for leisure, which relieves stress,
eliminates fatigue and benefits body and mind. Tian
Hui (2006), Xiao Huangi (2010) and Yu Kehong
(2003) define them as sports activities that are engaged
in during leisure time, which assist economic,
environmental, personal and social development. Lu
Feng (2004) suggests they are a collective term for
various sports activities engaged under relatively free
conditions.

The classification and definition of °leisure sports’
by scholars shows that China lacks metacognition of
this concept . It is part of a foreign vocabulary, and has
no Chinese counterpart. The word needs to be traced
back to its root in order to explore its original meaning.

2.2 Leisure Sports and individual and collective
development

A substantial amount of research has engaged with
the developmental contribution of leisure sports. Since
the beginning of the 21st century, population and
economic aggregates have both increased and the
individual and collective influence of leisure sports has
attracted growing academic interest. Lu Feng (2004)
suggests that the development of leisure sports has
personal, developmental, social, social fashion
(communication), social group (organization) and
social symbolic functions. Zhang Rui (2014) observes
that leisure sports do not just enhance physical health
but also improve mental health, promote social
interaction, create a relaxed and comfortable
environment and contribute to an improved quality of
life.

It is only by understanding and promoting leisure
sports, in addition to grasping their essential purpose,
that it will be possible to promote a healthier body and
mind. Lu Gaofeng (2014) suggests that leisure sports
provide a basis for various capital conversions. By
engaging in leisure sports, higher social classes can
accumulate cultural capital, expand social capital, and
maintain or develop physical capital by investing in
economic capital. Lower social classes can also
transform physical capital into economic capital by
engaging in leisure sports or can instead transform it
into a form of cultural or social capital.

Qiu Yajun (2014) finds that women who do not
participate in leisure sports are mainly held back by
their own limitations and structural constraints. Female
participants in recreational sports activities frequently
encounter perceptual and experience limitations.
Xiong Huan (2014) suggests that sport dissolves
individual and micro-level limitations of women's
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leisure, and therefore promotes their freedom of choice
and empowerment — this, however, is conditional on a
more equal, free and reasonable social system. Only
when the cultural environment is present will it be
possible to effectively achieve this.

Jinyin Day (2015) finds that the leisure sports
activities of Shanghai residents are characterized by
activity space circle, activity demand differentiation,
wide-area characteristics of travel space and the
regularization of activity time. Wu Xiaoyang’s (2015)
research of the literature demonstrates that
leisure sports are one way through which
rural citizens integrate into an urban environment. The
number of people involved in leisure sports therefore
provides insight into the extent of urbanization.

Ye Xin (2015) proposes that gender order is the
most important part of women's leisure sports behavior,
and suggests it establishes a basis for consciousness
while putting in place a material foundation that
underpins women's leisure sports behavior. Yan Ke
(2016) suggests that the healthy development of
leisure sports relies on a benign interaction between
individual self-development and social norms. This
entails that the psychology and behavior of social
individuals will produce their active participation in
leisure sports and will encourage their use of social
laws, regulations, norms and ethics that control,
regulate and stimulate society. Guo Xiujin (2016)
observes that the best popular leisure sports involve
nature and civilization, and she therefore presents
leisure sports as a kind of ° green living style’ that
helps to make the world a more harmonious place.
Yan Ke (2017) notes that individuals make the nation’
s leisure and sports life possible, and observes the
development of national leisure sports promotes an
accelerated individualization. Fashion and market
tendencies are the social characteristics that
correspond to the development of national leisure
sports in an individualized era.

Chen Dexu (2017) notes how leisure sports have
promoted material development by stimulating sports
consumption and economic growth, strengthening
social governance, enhancing the stability of political
civilization, improving the quality of the population
and promoting the healthy development of utility. Sun
Fenglin (2018) applies the theory of the ecological
food chain network to a case study, and observes that
the park can meet the multi-level and multi-type
leisure needs of the elderly. Wang Min (2018)
suggests that leisure sports are the most active,
effective and economical way to deal with an aging
society. They can enhance the physical condition,
mental health and life satisfaction of the elderly, while
reducing their risk of illness. They can alleviate
decreased participation in the labour market caused by
an aging society, and can also reduce healthcare
expenditures and the social burden.

Li Hui (2018) observes that women participate in
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leisure sport activities, and notes that this does not just
challenge the traditional gender order, but also
provides a new approach to the construction of this
order in the new era. It also enables a healthy China to
be constructed along both vertical and horizontal axes.
In the first sense, the participation of women in leisure
sports activities are based on a challenge to the
traditional gender order, the realization of gender role
self-identification, an empowered gender freedom, the
expansion of gender space and the promotion of
women's individuality on terms that encompass the
whole life-cycle.

Chinese scholars have a lot of empirical research on
the development of human and social development in
leisure sports, and there are few theoretical
innovations. The research results mainly reflect the
subsidiary meaning of leisure sports, and the
interpretation of its essential functions is less, and
further research is needed.

2.3 Research into leisure sports majors

Since the start of the century, China ° s
comprehensive national strength has continually
grown, along with related sport activities. The concept
of leisure sports’ has become increasingly widely
accepted. Colleges and universities have also
established leisure sports-related majors that help to
meet growing demand for professional leisure sports in
China.Because the major is newly developing, it is not
amateur enough.The construction of China's leisure
sports major has gradually become a research ° hot
spot’.

Peng Guogqiang (2014) compares the construction of
leisure sports majors in American colleges and
universities, and proposes that China’s leisure sports
majors should meet the needs of the social market,
cultivate composite talents that combine sports and
leisure, broaden the coverage of leisure sports courses
and reflect the curriculum.

The dynamic development of the system, the reform
and construction of the leisure sports curriculum and
the professional setting reflect diversified social needs,
the establishment of a third-party specialized agency
and the need for a leisure sports professional audit
system that is adapted to China. Wang Xiaoyun (2017)
observes that current talent training in the construction
of leisure sports is not closely integrated with social
requirements,  neglects the  improvement of
comprehensive quality, and also gives insufficient
attention to professional practice and the low
standardization of training programs. He suggests the
country should be market-oriented, should analyze
demand for leisure sports professional ability, should
clarify the training specifications of leisure sports
professionals and should build a competency-oriented
and standard curriculum system that helps to achieve
the overall optimization of leisure sports professionals.
Xu Dapeng (2017) conducts a comparative study of
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leisure sports majors and social sports majors in the
Capital Institute of Physical Education, which
concludes that the professional setting of leisure sports
should focus on innovation and entrepreneurship
education, increase the specific sport choices that are
available and also inspire students' innovative spirit.

Due to the lack of a correct understanding of the
term "leisure sports", Chinese scholars have limited
research on leisure sports majors, and the relevant
results are not rich, and there is no research result that
reflects the connotation of leisure sports.

2.4. The industrialization of leisure sports

The sports and leisure industry has become
indispensable  to  China's national economic
development and its construction of a harmonious
society. The question of how to align China’s leisure
sports industry with national conditions has come to
preoccupy many scholars. Luo Lin (2006) draws on
the perspective of cultural chemistry to put forward
three principles for the development of the leisure
sports industry, specifically an orientation towards
people, the accommodation of multicultural values and
the development of a national traditional sports culture
and valued leisure industry. Wang Xianliang (2015)

finds that China's leisure sports industry is
characterized by consumption and production
simultaneity, industrial integration and sports

characteristics. The development of the leisure sports
industry should clarify the industrial value chain,
optimize the value chain layout and give regional
advantages in order to optimize regional layout. Ye
Xiaoyu (2016) finds the research of China’s leisure
sports industry is developing in accordance with
contemporary trends, and adopts a macro-level
perspective of the layout of the leisure sports industry,
development strategy and policy design. Yang Yukai
(2017), after studying the development of the leisure
sports industry in developed countries, concludes that
China's leisure sports industry needs to acknowledge
the leading role of leisure sports culture in the healthy
development of leisure sports, grasp the brand effect
and integrate the industrial chain; this, he observes,
will promote its own development.

Zhao Lefa (2017) uses the ©diamond model’ of
strategic management to analyze factors that restrict
the competitiveness of China's leisure sports industry.
He cites the lag of the mass consumption concept, the
small scale of the leisure sports industry, limited
integration with other industries and a lack of
professional talent. In response, he suggests it is
necessary to deepen the health concept, strengthen
macro guidance, integrate cross-border industry
integration and broaden talent training channels. Yang
Lei’s (2017) comparative research finds that, while the
market of China's leisure sports industry has great
potential, it has not yet shown short-term economic
effects. Lei suggests that the sound development of
China's leisure sports industry should be based on an
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understanding of its basic laws of development and
distinctive characteristics. Both should be combined
with innovation, coordinated development and
scientific management.

The research on China's leisure sports industry
mainly focuses on quantitative research. The results of
qualitative research are limited. It is necessary to
change the research paradigm and produce more
theoretically in-depth research results.

When studying China’s leisure sports, it is important
to explore their function and significance from
different angles. The past 20 years have only revealed
a few research hotspots and frontier changes in China's
leisure sports research, and there is still an ongoing
need for further research.

3. Methods
3.1 Study Setting and Data Collection

The Chinese Social Science Citation Index (CSSCI)
database was selected and documents from the period
1998-2017 were searched by using the keywords
"leisure sports" and "leisure". After screening, 371
documents that satisfied the requirements were
selected as this study’s dataset.

3.2 Quantitative analysis

This study uses Visual analysis tools and CiteSpace
5.0 to study research hotspots and leisure sports trends
in China that have emerged since the reform and
‘opening up’. Their application will avoid subjective
judgement and will better demonstrate the process and
distribution of leisure sports research. The Citespace
5.0 is installed and run on JAVA platform; it is then
processed, before the document data is downloaded by
CSSCI. The year slice is set to one year and the
threshold value is set to 50. Keyword, author and
dispatch agency are generated in the corresponding
maps and are then used to analyze the corresponding
high frequency vocabulary, core authors and research
institutes.

Bibliographic information statistical analysis tools,
including SATI3.0 and Microsoft Office Excel 2007,
are applied. In addition, the number of papers,
organizations, authors and other information in
Citespace 5.0 software are summarized and counted
for purposes of further analysis.

3.3 Qualitative analysis

The high citation-rate literature is cut out from a
knowledge map, read in full text and then analyzed
through a visual map. The high citation-rate literature
cut out in the knowledge map is read in full text, and
combined with the visualization map and related
papers for analysis. Comment on the context,
characteristics and future trends of leisure sports
development in China, in order to provide reference
for new researchers to discover new research points.
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4. Data Analysis
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Figure 1: Distribution of leisure sports publications in China:
1998-2017

The time distribution of knowledge domain research
can reflect the overall progress and development of
this research field. The number of publications during
the period 1998-2017 (see Fig. 1) show that, from the
end of the 1990s onwards, Chinese scholars began to
increasingly engage with the study of leisure sports.
The concept of ‘leisure’ was introduced to China for
the first time by the scholar Yu Guangyuan[1], who
observes that ° leisure is an important goal of
productivity development. The length of leisure time is
parallel to the development of humans[2]’.

After it was gradually acknowledged that sports
activities were part of leisure activities, research
papers on leisure sports began to appear. Since the
beginning of the 21st century, the amount of
publications gradually increased, peaking in 2010, and
then evidencing a spiral upward distribution trend.
Although the volume of papers has declined, the
annual number of published papers has remained
above 10.

Changes in the number of articles published on
leisure sports were closely related to the development
of China's economy and society. The World Leisure
Organization observes that per capita GDP of $2000
(USD) was the threshold for the rapid growth of
leisure demand, and notes that leisure activities began
to diversify beyond this point. (Li Xiangru, Ling Ping,
Lu Feng,2011) When per capita GDP exceeds $3000
(USD), leisure demand generally arises[3]. In 2006
and 2008, China's per capita GDP respectively
exceeded $2000 and $3000 (both USD)[4]. Rapid
increases in leisure demand led to the development of
related research, and reiterated that leisure sports
research is a contemporary concern.
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Figure 2: Timeline Analysis of Key Words

Keywords Year Strength Begin End 1998 - 2018

‘Well-xoff society 1908 2.1796 2004 2006

sports culture 1998 3.1169 2006 2007

harmonious society 1998 27358 2006 2007

sports development 1998 31383 2007 2008

1998 1.9237 2008 2009

leisure sports consumption

sports 1098 16641 2010 2011

sports leisure 1998 23498 2010 2013

leisure 1998 20574 2010 2011

mass sports 1998 4.9612 2012 2013

leisure sports 1098 7.6246 2015 2016

Figure3: Emergence Information Analysis: Keywords

Leisure sports was a dynamic research field that was
closely related to economic and social development in
China. Material progress was a precondition for the
development of leisure sports, which impacted related
research fields.

In order to present the dynamic changes of the theme
of leisure sports research in China, this study uses
CiteSpace 5.0 to generate Visualization. After running
on smoothly, choosing Cluster View, adjusting
Threshold. FontSize. Node Size, and then, choosing
Timeline to get the figure No.2. In the figure, nodes in
the outside of the annual ring are the key nodes, what
they show the most core keywords among the
connection of cited literatures. With these keywords,
we can conclude the direction and trend of Chinese
leisure sports research, in addition, also get the major
the source of theory and structure. As we can see in
the figure, the area of the circles on different nodes are
different, and the composition of the color of the
annual ring on different nodes are also different. Over
the past 20 years, Chinese scholars have explored the
topic of local leisure sports. They have some popular
keywords, including Recreation, leisure activities,
urban sports, leisure sports consumption, middle class
sports consumption, lifestyle, mass sports, social
sports, quality of life, training programs, etc. The Time
Zone Distribution shows two periods: the first include
for parts, one is the conception, theory about leisure
sports; one is the deep study about leisure sports to the
consumption of leisure sports; one is the analysis the
relationship of leisure sports and urbanization,
globalization, school sports; one is the discussion
about the specific development direction of leisure
sports, and the fusion path between leisure sports and
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different sports forms. The other one is constructing
the theory system of leisure sports which includes
construction of college sports leisure majors and
cultivation of talents.

In the CiteSpace, calculating the burst literature
information of ‘leisure sports’ research by clicking
Burstness to get the keyword chart (Fig. 3). It can be
concluded that different keywords in different periods
are different, reflecting the dynamic changes of
Chinese leisure sports research hotspots in different
time periods. For instance, the keyword © well-off ’
society, grids 2004-2006 are marked red that
correspond to the time of Begin-End on the left, it
means there are lots of published papers in this field.
But after 2006, the research topic shift to * sports
culture °  ° harmonious society > and ° sports
development’ and so on. During the period of 2010-
2013, the research between sports and leisure has been
focused, and many research results of leisure sports
combining sports theory and leisure theory have been
published, reflecting the development of China's
leisure sports research toward standardization,
discipline, and specialization.

The Time Zone Distribution Chart (Fig. 2) and the
keyword chart (Fig. 3) make it possible to identify
dynamic changes in research hotspots that have
occurred since reform and ‘ opening up ° . The
combination of graphic illustrations and interviews
with authoritative experts in the field makes it possible
to divide research from the last 20 years into three
periods:

4.1 Germination Period (1990s-2000)

3

Research of leisure sports in China began in the early
1990s[5], when scholars began to focus on sports and
leisure. Some of the most influential contributions
were Leisure Sports Theory (Cheng Zhili, 1990) and
Sports and the Leisure Life of Chinese Urban
Residents (Liu Depei, 1990). These papers provided
theoretical and empirical insight, and highlighted the
relationship between social development and the
diversification of leisure lifestyle. Due to conceptual
underdevelopment, leisure sports was only considered
within ‘sports and health’ and ‘social sports’, and was
even viewed as ‘tourism and entertainment ’, which
further underlined its struggle to become an
independent discipline. In 1995, China issued an
outline of the National Fitness Program, an outline of
the Development of the Sports Industry and the Sports
Law of the People's Republic of China.

Although research into leisure sports continued to
develop, progress was hindered by the under-
development of concepts and the inability of the field
to distinguish itself from its predecessors. This meant
that research results for leisure sports remained
limited[6]. At this time, China’s per capita income was
not sufficient to sustain leisure sports, and so related
research remained under-developed.
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4.2 Initial period (2001-2005)

As China became an increasingly developed country
in the 21st century, the research on leisure sports
began to progress. Some of the most well-known
contributions were: Cultural Significance of the Rise
of Leisure Sports (Chen Rong, 2002), Investigation
and Development Strategy of Urban Leisure Sports
Consumption (Hu Chunwang, 2003), and Sports
Leisure Science (Lu Feng, 2005). These contributions
considered the significance and value of leisure sports
by drawing on cultural, economics, leisure and sports
perspectives. At this stage, leisure sports mainly
focused on "leisure and entertainment", "mass sports",
"well-off society", "entertainment and leisure" and
"sports and leisure tourism", in addition to other
contents.

4.3 Development period (2006-2017)

During the period 2006-2017, the research hotspots
of leisure sports mainly focused on "sports culture",
"national fitness", "harmonious society", "American
sports development" and "leisure sports consumption".
The research results focused on '"leisure sports
industry" increased substantially. The content involved
the basic theory, economic value, educational value,
cultural connotation, planning and design of leisure
sports. The most influential contributions included
Introduction to Leisure Sports (Xu Zongxiang, 2007),
On Sports Leisure (Hu Xiaoming, 2008), Thoughts on
the Cultivation of Leisure Sports Professionals (Chen
Qi, 2008), Thoughts on the Construction of Leisure
Sports Specialty in China from the Perspective of
Leisure (Li Xiangru, 2009), Formation and
Development of Leisure Sports Discipline (Liang
Limin, 2010). Introduction to Leisure Sports (Li
Xiangru, 2011), Perspective on China's Leisure Sports
(Li Xiangru, 2012), Theory and Thinking of China's
Leisure Sports Development (Zhong Bingshu, 2015)
and Research on China's Leisure Sports Practice (Li
Xiangru, 2016).

ports Leisure
o

“¢Sports Culture

Figure 4: Cluster Co-occurrence Map: Keywords
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Figure 5: Clustering Common View: Keywords

The keywords in the literature are the core words
extracted from the articles. They are core components
of an article, and are referenced in the summary and
conclusion. Keywords that occur frequency are used to
identify hot issues in a research field. The most
frequently occurring words collected from CSSCI data
are ‘leisure sports’, ‘sports leisure’, ‘leisure’, ‘sports
culture” and ‘sports leisure’ (Fig. 4). This shows that,
since the reform and ‘opening up’, scholars in the field
of leisure sports have mainly focused on these contents,
with the consequence that the research scope of leisure
sports in China has generally progressed. Foreign
experience, meanwhile, helped to stimulate domestic
demand, increase employment and improve national
happiness. But extended research into leisure sports in
China was still insufficient. There were too many
theoretical macro-studies and too few empirical micro-
papers. Some leisure sports research directly copied
from foreign research, and the results were divorced
from China's national conditions.

Leisure sports was a compound subject produced by
the combination of ‘ Leisure Science’ and ° Sports
Science’. The current tendency to integrate disciplines
made it clear that leisure sports cannot exist as an
isolated island, and therefore needs to be combined
with different disciplines to produce new academic
breakthroughs. The research scope of leisure sports is
currently mainly combined with the contents of ‘sports
industry >, “national fitness’ and ‘ gender’ (Fig. 5).
However, there are too many quantitative studies, too
few qualitative studies, insufficient research paradigms,
no significant interdisciplinary  research  and
insufficient integration with sociology, pedagogy,
economics, anthropology and other disciplines.

For example, an exploration of the social
significance of leisure sports can draw on sociology,
while the behavioral motivations of leisure sports

® s , . .

The reason why there are two ‘leisure sports’ in the fig.5 is
because the Chinese meaning of them are the same ‘leisure spots’
and ‘leisure and sports’.
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participants can be engaged from the perspective of
Social Action Theory. The symbolic meaning of
leisure sports can be explored from the perspective of
Symbolic Interaction Theory, and the interactive and
communicative value of leisure sports can be explored
from the perspective of Daily Life Theory. Leisure
sports can also be analyzed from the perspective of
pedagogy. The interactive mode of leisure sports can
be constructed with the theory of experiential learning,
and the relationship between leisure sports and human
status acquisition and identity can be analyzed by
drawing on the theory of educational stratification and
conflict. Leisure sports can also be analyzed by
drawing on the theory of economics, while the
economic value of leisure sports can be explored
through theories of human capital and social
reproduction. Anthropological perspectives can be
drawn on to assess the cultural significance of leisure
sports.

Xian Institute of Physial Education

of Sportsan aghai Istitute of Physical Educati
Chengdu Sport University

Physi

‘ducation College of Zhcjiang University)

Figure 6: Co-occurrence Map: Research Institutions

Leisure sports have emerged as a ‘hot spot” of sports
research in recent years. Analysis of the common view
spectrum of leisure sports research institutions can
provide insight into the core institutions that promoted
leisure sports research, and this can help researchers to
better understand related research fields from the
perspective of research institutions.

In the citespace5.0, selecting time interval © 1998-
2017, node type "institution", setting the threshold to
top 50 per slice, selecting MST (minimum spanning
tree) algorithm to simplify the network, and finally get
10 nodes, 0 links, density O research Institutional
map(Fig.6). The nodes are ring-shaped. The larger the
nodes, the larger the font of the research institution,
indicating that the overall frequency of the institution
is higher. The thickness of the annual ring is
proportional to the frequency of institutional words in
that year. Some rings have a purple outer ring, which
means that research institutions have a greater degree
of centrality. The connection between institutions is
zero, indicating that there is no cooperation between
two or more institutions.

Leisure sports research in China is concentrated in
different universities (Fig.6), of which sports and
comprehensive universities account for the highest
proportion (five and three respectively). Sports
colleges and universities tend to focus more on leisure
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sports  research. Comprehensive colleges and
universities, meanwhile, engage on an interdisciplinary
basis, adopt diverse research perspectives and have a
clear advantage with regard to the quality of research.
China’s leisure sports research institutions tend to be
based in economically developed cities, and this
reflects both economic thresholds and the objective
law of disciplinary development.

While leisure sports research in China has given rise
to different views, the total number of views has not
been high; furthermore, the nodes of institutions have
been relatively isolated, with no connection between
them. Leisure sports research institutions have fewer
cross-regional alliances, low efficiency of resource
integration and greater disciplinary limitations, none of
which are conducive to cross-disciplinary integration
of leisure sports research. Research institutions should
accordingly strengthen cooperation with the intention
of achieving complementary research resources and
should work to promote the development of leisure
sports research.

cunm pose)

4 (2006)

@” (2002)

Figure 7: Co-occurrence map: highly-cited literature

1998 - 2018

References Year Strength Begin End
Ma Huiti , 2001

Chen Rong , 2002,

Research on Dialectics of Nature, VP 2001  2.6354 2005 2005

Sports Culture Guide , v, P 2002 32657 2006 2008
1.5815 2006 2008
1.8063 2000 2000
21211 2010 2010
1.986 2010
17627 2013

Figure 8: Co-occurrence information analysis

Frequently cited contributions to the literature can
reveal the knowledge base of leisure sports research
(Fig. 7). The most frequently cited paper is Yu
Kehong's < On Leisure Sports from the Definition of
Leisure’, which was published in China Sports Science
and Technology in 2003. It mainly compares and
summarizes the definitions of ‘leisure’ and °leisure
sports’ put forward by Chinese and foreign scholars,
with the intention of developing a more objective,
comprehensive and clear definition[7]. The second
paper is Tian Hui's ‘ Leisure, Leisure Sports and Its
Development Trend’, which was published in Sports
Science in 2006. It mainly analyzes and interprets the
meaning of leisure and leisure sports by tracing the
historical development of leisure sports and discusses
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its content[8]. The third is ‘Cultural Significance of the
Rise of Leisure Sports’ by Chen Rong, which was
published in 2002 in Sports Culture Guide. This paper
adopts a cultural perspective to discuss the cultural
characteristics and significance of leisure sports[9].
Shi Zhenguo published ‘Leisure, Leisure and Leisure
Sports’ in Sports Culture Guide in 2004. It analyzes
the historical origins of leisure and leisure sports, and
also engages the concept of leisuresportsactivities[10].
In 2004, Lu Feng’s ‘Discrimination of Leisure Sports
Concepts > was published in the Journal of Chengdu
Institute of Physical Education. It defines the concept
of leisure sports and incorporates the author’s personal
opinions to establish three constructive dimensions of
leisure sports[11].

Forward-looking research has also received
extensive attention in the research community (Fig. 8).
The authors' understanding of the corresponding time
period in Figure 8 is consistent with that in Figure
3.This figure mainly reflects the time period in which
the academic achievements of the highly cited authors
of China's leisure sports research are heavily cited. It is
not difficult to see that many research results are
forward-looking, and they have received a lot of
attention and citations many years after the paper was
published.

Ma Huidi’s ‘21st Century and Leisure Economy,
Leisure Industry and Leisure Culture’ was published in
Dialectics of Nature in 2001. It anticipates a stronger
interrelation of the leisure industry and China’s culture
and economy during the 21st century, and also calls

for the strengthening of relevant academic
research[12]. It was widely cited in 2005. Li Wenbo’s
¢ Leisure Sports Consumption Research: An

Interpretation of Culture and Sociology’, which was
published in Jiangxi Social Sciences in 2004, proposes
that sports culture has a unique cultural symbolic
significance[13]. It was widely cited during the period
2006-2008.

Wu Yigang's ‘ Current Situation and Problems of
Leisure Sports Research at Home and Abroa’" was
published in Journal of Shanghai Institute of Physical
Education in 2003. It studies changes within leisure
sports and their general development of leisure sports
at both the domestic and international level, and also
acknowledges limiting factors in each of these
respects[14]. It was quoted extensively in 2009. Tian
Hui’s ‘ Leisure, Leisure Sports and Its Development
Trend in China’ was published in Sports Science in
2006. It traces the origin and evolution of leisure
sports in China and also explains their significance and
content[15]. It was widely cited in 2013. Chen
Yuzhong's ° Future Trend of Leisure Sports
Development in China’ was published in Journal of
Shanghai Institute of Physical Education in 2007. It
explores the conditions and historical stages of the rise
of leisure sports in China, and provides insight into
their future prospects[16]. It was widely cited in 2010.
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These frontier contributions have made a vital
contribution by establishing a basis for the future
development of leisure sports research.

5.

5.1 Conclusions

Conclusions and Future Research

The scientific knowledge map of core journal papers
on leisure sports from the past 20 years is subject to
analysis by Citespace 5.0 software, and this confirms
that research on leisure sports spiraled upwards from
the beginning of the 21st century, before peaking in
2010. Although a decline then followed, a relatively
constant annual output was maintained. The research
process of leisure sports was hierarchical and closely
related to social development and policy dynamics.

Leisure sports research institutions mainly focused
on professional sports colleges and comprehensive
universities, while financial and economic colleges
and normal universities paid less attention to leisure
sports. There was less cooperation among scientific
research  institutions, as effective cooperation
mechanisms were still absent. Researchers of leisure
sports, including Chen Rong, Yu Kehong, Shi
Zhenguo, Lu Feng, Tian Hui, Chen Yuzhong and Zhou
Aiguang, contributed to the study of leisure sports by
offering different perspectives and methods. But
cooperation between different authors was still not
sufficient. The hotspots and frontiers of leisure sports
research were mainly based on policy, history and
culture, and focused on industry, history and
comparative sports. This research generally tended to
be systematic, pluralistic and innovative.

Although substantial achievements have been made
in the research of leisure sports in China, there are still
some problems and shortcomings: The connotation of
leisure sports research is still not sufficiently deep, and
most contributions struggle to extend beyond a
relatively superficial concept analysis or assessment of
prospects. The results of interdisciplinary research
have been insufficient to form horizontal and vertical
cooperation mechanisms. In addition, there is also a
gap between concrete developments and research. For
example, as national fitness has improved, leisure
sports items, including yachts, hot balloons, racing
cars and RV camping, have also increased; this
development has not, however, been reflected in
domestic research. Although there have been
individual breakthroughs in research paradigms,
methods and perspectives, the overall impact has
fallen short of what is required.

5.2 Future Research

In the future, the research on leisure sports can
further improve the insufficiency of this research. The
depth of connotation of leisure sports research is
insufficient. It can be traced from the meta-research
level, correctly define the meaning of leisure sports,
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and carry out theoretical innovation. Interdisciplinary
research on leisure sports Too few results should be
led by the government level, so that different
disciplines can strengthen cooperation and form a
sustainable cooperation mechanism; research on
leisure sports should be paid attention to, and many
emerging leisure sports should receive more attention,
such as: Outdoor sports, yachts, motor homes, etc.;
enrich the research paradigm of leisure sports,
emphasizing the theoretical depth and practical value
of leisure sports research through the perspective of
qualitative research.

When compared against previous research, this
research offers a significant methodological innovation.
Its application of visualization software has shown
how it is possible to provide an objective
representation of the frontiers and hotspots of leisure
sports development in China over the last 20 years.
Visualization analysis saves a considerable amount of
time in accessing the literature, and also makes it
possible to extract research hotspots and deficiencies
in a certain research field from a large number of
papers. In future, it can be both applied to other
disciplines and also used to open up new areas of
research into leisure sports.
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In this paper we describe a falls detection and classification algorithm for discriminating falls from
daily life activities using a MEMS accelerometer. The algorithm is based on a shallow Neural Network
with three hidden layers, used as fall/non fally classifier, trained with daily life activities features and
fall features. The novelty of this algorithm is that synthetic falls are generated as multivariate random
Gaussian features, so only real daily life features must be collected during some day of normal living.
Moreover, the features related to synthetic fall events are generated as complement of normal features.
First of all, the features acquired during daily life are clustered by Principal Component Analysis and
no Fall activities shall be recorded. The complement set of the normal features is found and used as a
mask for Monte Carlo generation of synthetic fall. The two feature sets, namely the features recorded
from daily life activities and those artificially generated are used to train the Neural Network. This
approach is suitable for a practical utilization of a Neural Network based fall detection characterized

Monte Carlo algorithm

by high Recall-Precision rate.

© 2020 KSI Research

1. Introduction

The detection of falls of the elderly and people with de-
seases like epilepsy or Parkinson or simple people with mo-
tor difficulties, is today a problem of great public interest.
This generated a wide range of research and led to the devel-
opment of various falls detection and tele-monitoring sys-
tems to allow prompt intervention when a fall occurs. Stud-
ies in the past years have shown that 1/3 of Senior citizens
over age 65 ([28]) are often victims of undetected falls and
most of their injuries are due to a lack of intervention. Gen-
erally speaking the classification between daily life activities
and falls is a difficult task because many daily life activities
look like fall (for example running, sitting in a car or lying
in bed) and many falls may look like daily life activities. All
the types of errors of these systems are of great importance.
In case of False Positive error, users are not motivated to use
the falls detection system because in many normal life activ-
ities are wrongly detected as falls. In those cases, the oper-
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ator soon gets tired of the false alarms. On the other hand,
in case of False Negatives errors it happens that the system
leads to lack of interventions in case of fall. Of course this
situation is followed by problems of serious injury and also
of mortality.

Generally speaking, while it is quite simple to gather ac-
celerometer data during Normal Daily Living (Daily Life
Activities or DLA), it is very difficult if not impossible to
collect data during Falls, so the question is: how can the false
positive rate be reduced if enough fall data is not available?
The answer to this question is that we produce synthetic fall
data starting from data collected during normal daily living.

Our approach reduces the amount of False Positives com-
pared to threshold based systems by performing extensive
training of a neural network if large quantities of features
are gathered during normal life activities.

In the last decade, there has been a great deal of research
that has examined the use of inertial sensors such as ac-
celerometers and/or gyroscopes to realize systems for auto-
matic detection of falls. The goal of these systems is to de-
tect the falls of patients who have any difficulty in walking
to quickly alert the operators who provide a suitable assis-
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tance. The characteristics these systems must have are on
one side low cost, consumption and size, and on the other
side high performance. While the first characteristics are al-
ways better met, the performance is still unsatisfactory. Typ-
ically, performance is measured in false positives and false
negatives. False positives, if excessive, could demotivate the
use of these systems because the recipient of a fall warning
could get tired of it. Clearly, false negatives are the most
dangerous for the patient’s health because they correspond
to missed falls. Normally these errors are measured by Sen-
sitivity (ability to detect actual falls) and Specificity (ability
to avoid false positives) or equivalently Recall and Precision.
From the literature, the existing technology for falls detec-
tion systems can be roughly classified into three categories.

e With wearable sensors: These systems use a triaxial
accelerometer or gyroscope or a combination of both
to estimate the posture of the subject’s body. The sen-
sors are placed in different places, such as the waist,
the thigh, the wrist, the shoes. Many systems use the
smart-phones inertial sensors.

e With environmental sensors: The environmental sen-
sors are nothing more than sensors positioned around
the subject. Floor sensors such as pressure sensors
on the mat, microphones, infrared sensors, microwave
motion detectors are used to detect the fall. The clas-
sifiers of neural networks are used to classify daily ac-
tivities.

e With image processing: In such methods, a camera is
used to monitor body postures. Falls are detected us-
ing various image processing techniques such as pat-
tern matching, posture recognition, skeleton extrac-
tion, background subtraction, optical flow processing,
etc.

A fall can be described as the rapid change from standing
or sitting towards an elongated position in earth or almost
elongated [27]. This definition has been used in many stud-
ies. The paper is organized as follows. In Section 2 we de-
scribe the state of the art. In Section 3 we provide the main
features of the accelerometer. In Section 4 we introduce pre-
liminary definitions useful to describe our work. In Section
5 we describe our main approach. In Section 6 we provide
the proposed metrics for performance evaluation. In Section
7 we provide the experimental evaluation and assessment of
our proposed framework. Finally, in Section 8 we discuss
concluding remarks and future work of our research. A pre-
liminary version of this paper appears in the short paper [7].

2. Previous Work

The algorithms used in systems with wearable sensors
can be divided into approaches that use thresholds based
heuristics and approaches that use machine learning tools
[26]. The latter may be k-Nearest Neighbor (kNN), neural
networks, hidden Markov models, or the two classes clas-
sification schemes based on the Support Vector Machines
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(SVM) classifiers. In all cases, however, it is important to
have both falls and daily life activity features. In the case
that the approaches are based on thresholds, the availability
of both types of data is important to find optimal thresholds,
while in the other case the data are important for correctly
training the machine learning algorithms.

The thresholds-based heuristics approaches are methods
that use thresholds and appropriate functions derived from
inertial parameters. The simplest approach to detecting a
fall could be to detect the ground position of the person,
by means of a horizontal inclination detection sensor. This
method is suitable for monitoring “isolated subjects’” but less
suitable for the detection of falls of an elderly person in his
home environment as the hours of sleep are not regular. There-
fore this method provides many “false positives”. A comple-
mentary solution is to detect the person lying on the floor, us-
ing floor tiles equipped with sensors. But when the falls do
not end on earth, or if the floor does not have these sensors,
obviously they are not detectable. When it falls, the person
often hits the ground or an obstacle. The “shock impact”
causes an intense inversion of the polarity of the accelera-
tion vector in the direction of the trajectory, which can be
detected with an accelerometer or a shock detector, which
is actually a threshold accelerometer. Although most of the
falls occur in the “front” plane (forward or backward), the
direction of the trajectory of fall and is obviously variable
from one fall to another. Also the position of the sensor on
the body relative to the point of impact modifies the signal
recorded at the moment of shock. The lack of movement
can be used to detect the fall as, after the “serious” fall, in
which the person can be seriously injured, they often remain
immobilized in one position. A motion / vibration sensor,
positioned on the body (e.g., wrist or ankle), can be used
or, again more simply, infrared sensors of presence dissemi-
nated in the home. The choice of latency time (the delay be-
fore the decision) that should be long enough to reduce “false
positives”, which translates into a longer delay before inter-
vention, represents a critical problem for these approaches.
As discussed earlier, during a fall there is a temporary “fall
free” period, during which the vertical speed increases lin-
early over time due to gravitational acceleration. If you mea-
sure the vertical speed of the normal movements of the per-
son (getting up, lowering, sitting down), you can discrimi-
nate these speeds from what you do during the fall, which
would exceed an appropriate threshold. The intrinsic of an-
alytical methods lies in the choice of this threshold, which if
too low causes “false positives” and if too high causes “false
negatives”. Also this threshold differs from subject to sub-
ject. Image processing of video signals can also be used to
detect one fall identifying the lying posture using analysis
of the visual scene or detecting brusque movements using
the revelation of movements with respect to the background.
The latter method usually consists in subtracting successive
images to keep only the variations, which are then sorted ac-
cording to their direction and or their width. While these
techniques are well established in controlled environments
(e.g., laboratory), they must be modified in environments
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uncontrolled where parameters such as lighting or framing
can be arbitrary. Furthermore, if the subject moves in a 3-
dimensional space, it may need more complex techniques,
namely the use of 2 cameras (“VisionStereo). These im-
age techniques are absolutely feasible at present, both tech-
nically and economically, thanks to the presence on the mar-
ket of low cost cameras (web cam), with the possibility to
transmit images in wireless mode over short distances and
availability of appropriate processing algorithms. However
the acceptance of these technologies for images poses big
problems of privacy, as it requires the positioning of video
cameras in the living space of the person, and in particular
in the bedroom and the bathroom.

An alternative to heuristics approaches, machine learn-
ing methods can be used to detect falls. These methods are
based on the data acquired on the real working system, used
in a preliminary training phase. “Supervised” or “unsuper-
vised” classification algorithms can be used. In case of clas-
sification algorithms with “supervised” learning, the person
wearing the device performs a series of voluntary actions in
order to identify the parameters in the normal cases. In the
case of "unsupervised" learning, it is possible to record the
movements of the person, within a few hours or several days,
and then perform a statistical analysis of the measured speed.
These approaches to developing fall detection algorithms are
based on observing of the data (the training period) and then
on the classification. The choice of classification algorithms
is very broad. If you use a supervised method, a simpler
choice is to train a neural network, which will then be used
to automatically classify the signal. Only the situations en-
countered during training can be recognized, all others can
be shuffled into a class called "others" if the algorithm " is
" unsupervised ", falls can be isolated if the training period
is much longer than the fall event. Furthermore, it is likely
that the first event fall is not detected since its class is still
unknown before its premiere appearance.

Regarding the thresholds based heuristics approaches,
Bourke er al. [3] uses signals from triaxial accelerome-
ters mounted on the trunk and the thigh to distinguish falls
from the Activities of Daily Living (ADLs). They propose a
higher fall threshold (UFT) and a lower fall threshold (LFT)
in an attempt to optimize the balance of false positives and
false negatives. Likewise, Kangas et al. [16] attached a tri-
axial accelerometer to the waist, wrist and head of volun-
teers who performed simulated drops and ADLSs in labora-
tory. Their algorithms considered the phases of pre-impact,
impact and post-impact of the fall, separately and in com-
bination, and achieved up to 100% of specificity and sensi-
tivity of 95%, using a single sensor mounted at the waist.
However, this algorithm has not been tested in real environ-
ments. The only study that examined its accuracy in the real
world was conducted by Bagala e al. [9], which evaluated
fall detection methods (including the Bourke and Kangas al-
gorithms described above) using data from real falls, achiev-
ing much better results. In laboratory settings, the develop-
ment of improved algorithms for automatic fall detection in
the elderly requires an understanding of real-life fallout sce-
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narios in older adults and the integration of such informa-
tion into the design of laboratory experiments. The com-
mon fall scenarios are often absent in the majority, if not in
all, of the previous laboratory experiments of fall, and the
consequent discrepancy in the sensor data is, perhaps, the
main cause of the lack of accuracy of the fall detection al-
gorithms, when tested on real scenarios. In [12] a system is
described that uses a triaxial accelerometer and gyroscope.
The detection algorithm uses three thresholds: one to rec-
ognize pre-fall situations, one to detect the maximum of the
acceleration vector module and one to detect the maximum
angular velocity. The algorithm described in [13] also uses
three thresholds, one for the local minima of the accelera-
tion module and two for the local maxima of the acceleration
module and the angular velocity module. Systems based on
machine learning algorithms use classifiers that are trained
with both ADL and falls data. However, in a realistic con-
text, due to the lack of sufficient availability of falls data and
the lack of knowledge and understanding of what could be
the falls, approaches based on the detection of anomalies and
classification of a single class can be used. These techniques
can not identify falls directly because fall data is not available
for classifier training. However, they can identify falls indi-
rectly by classifying them as abnormal activities. In these
approaches, therefore, abnormal activities are classified as
deviations from normal behavior. Naturally, the concept of
normal activities must be clearly defined to identify abnor-
mal activities. Moreover, even if the data of normal activi-
ties are not sufficient, then these techniques can produce ex-
cessive false positives. Recent research projects [5], [25],
[19] show that falls can be identified without actually ac-
quiring them. As evidenced by Klenk et al. [14], simulated
falls differ significantly from real-world falls. Thus, having
simulated falls in the training data set could lead to achieve
classifiers that show different behaviors with real-world falls
However, other authors such as Zhou and others [24] have
presented a method to detect falls using transitions between
activities to model falls. Zhou and others trained supervised
classifiers using the normal activities collected by a mobile
device, then used transitions between these activities to train
a One-class Support Vector Machine (OSVM) and showed
that it performs better than an OSVM trained only with ac-
tivities normal. Micucci et al. [25] evaluates methods of de-
tecting falls that do not require dropping data during train-
ing on different data sets collected using the smart-phone
accelerometer. Their results show that in most cases, the
One Class k-Nearest approach Neighbor classifier OCNN
behaves better or equivalently to supervised SVM and KNN
classifiers that require both types of data, i.e. data for nor-
mal and abnormal activities. In other words, Micucci et al.
use the one-class k-Nearest Neighbor (kNN) classifier and
the one-class SVM classifier. These classifiers have been
trained only with ADL and FALL instances. If the anomaly
score is higher than a given threshold, the new instance is
classified as an anomaly / fall, otherwise is classified as an
ADL. Micucci et al compares the anomaly detectors with a
two classes kNN and a two-classes radial basis SVM. These
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classifiers have been trained and tested with both instances
of ADL and FALL. This is the case that we are looking for in
a real scenario. The main contribution of [25] is the discov-
ery that to design an effective method of detection of falls, it
is not necessary to acquire data of falls but it is sufficient to
classify the test data as anomalous. As for the HMM models,
the traditional way to detect unseen abnormal activities ap-
pears as a model of normal activity using an HMM, appears
the likelihood of a test sequence with the trained models and
if it is below a pre-defined threshold then identify it as an
anomalous activity [23]. Another common method to detect
anomalous activities is to model the normal activities by a
common HMM instead of modeling them separately. In [20]
two HMM algorithms are presented that are normal HMM,
in which the system noise covariance of the normal dynam-
ics is used to determine the region with highest likelihood
which are far from normality based on which events can be
classified as *notn ormal’. T heir results s how high detec-
tion rates for falls on two activity recognition data sets, albeit
with an increase in the number of false alarms. In [19], Khan
et al. experimentally show that this approach can give better
results than supervised classification with limited fall data.
When the number of fall data increases, the performance of
supervised classifiers i mproves, but falling d ata collection
can take a long time.

3. Accelerometer Features

The output of the MEMs accelerometer are the three com-
ponent of the acceleration vector according to the three axis
X, y,z, namely a, a,,a,, each of them related to the current
time instant. From this signal, many features are extracted,
see for example [17, 30]. We first compute the modulus of
the acceleration vector, namely Acc = /a2 + a2 + a2. Let
us give a look to Figure 1 which is the time evolution of Acc
for a typical fall. In this case, it is a Fall backward while
trying to sit on a chair, taken from Mobifall v.2. It is worth
noting that the overall time frame is the typical fall time.
Here we choose the following measures: the maximum value
of the modulus, labeled as Peak in Figure 1, the length be-
tween the two arrows, labeled as Base, and the modulus of
the slopes of the three components within the signal frame.
The slope is computed as follows. Calling t’i , t’i N the first
and last time instant of the N samples i-th frame, let us con-
sider the values:

max, = max{ax(t’l), ,ax(t’HN},
min, = min{ax(t’l), s ax(t’HN)},
max, = max{ay(t’l), ,ay(t’l+N},
minay = min{ay(t’l), s ay(t’HN)},
max, = max{az(t’l), ,az(t’1+N)},
min, = min{az(t’l), ,az(t’1+N)}.

Then, in the interval t’ll, t"l . n» the slopes of the three com-
ponents are: slope, = max,, — min,,, slope, = max,, —

ming,, slope, = max,, — min,,. The modulus of the slope
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Figure 1: Features Extracted from the Graph of the Module

component is

Slope = \/slope)% + slopei + slope% @)
Another feature we use is the Ratio of the Peak over Base,
as described in (2)

Peak
Base

Ratio = 2)
These features have been chosen because they require very
low computation, and so they can be used also on embedded
processors with very little computational power.

4. Preliminary Definitions

We now make some preliminary definitions useful in Sec-
tion 5. Assume we use N features describing Falls and ADL.

The Features Space (Fs.S) is an hyper-cuboid with 2V
vertices and 2 - N sides where all the original features points
lie. Calling max(feature;), and min(feature;) respectively
the maximum and minimum values the i — th feature can
reach in the current case, the length of the first side of the hy-
percuboid is max( feature;) — min( f eature), of the second
side is max( f eature,)—min( f eature,) and so forth. The two
vertices V| and V, with respectively the minimum and max-
imum Euclidean distance from the origin have coordinates
V| = (min(feature,), min(feature,), ..., min(featurey)),
V5 = (max(feature|), max(feature,), ..., max(featurey))
respectively. Of course, if we have only two features, FsS
is a rectangle and if we have three features, FsS is a 3D
cuboid.

DLAS € FsF is a set whose elements are vectors of
features collected in one or more days of Daily Living Ac-
tivities (DLA).

FAS € FsF is a set whose elements are vectors of fea-
tures collected during Fall Events.
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Figure 2: Example of 2D and 3D Features Obtained in Daily
Living Activities and Fall Events

In Figure (2) we report an example of FsF, DLAS,
FAS and vertices V7, V, for two and three features respec-
tively. SynFS € FsF is a set whose elements are features
representing Synthetic Falls, and C g ¢ is its Cardinality, i.e.
the number of its elements. The contours of such sets will
be used as Masks in Monte Carlo synthetic generation of
falls. As stated before, our assumption is that SynF.S can
be viewed approximately as a complement to ADLS, pro-
vided that certain conditions are verified. SynF.S is repre-
sented by an N -dimensional sphere with center in V,, which
is the vertices of Fs.S most distant from the origin. The ra-
dius of S'F' S, initially equal to zero, is found with an iterative
approach which increase its value until the desired number
of elements of DALS are included in it. In other words,
SynFS is defined as follows:

SynFS = {z|z€ DLASUSEDLAS A Cgpg <7y}

where SEDLAS set contains some elements of DLAS,
chosen as explained shortly.

Let us look at the Figure 2 and Figure 3. Here we assume
that only two features are used, so the sets can be drawn as a
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Figure 3: Example of Two Synthetic Fall Sets with Different
Cardinality

2D plane. The points represented with squares are ADL el-
ements. The circles’ boundaries are related to some S F.S
with different Cardinalities and define two M asks which
will be noted as M askc g, gingiiry- We recall now the defi-
nition of Delation, which is a useful operator from Binary
Morphology [18, 22]. The Delation of a given matrix A by
a structuring element B, represented with the @ symbol is
defined as follows: A@ B = {x|Bn A # @}.

5. Description of the Approach

Our goal is to generate synthetic falls by using a Monte
Carlo algorithm. In other words N -dimensional random vec-
tors from Gaussian Distribution are generated and filtered by
the Masks described above so that only the vectors falling
within the Mask are retained. In order to reduce the com-
putational complexity of the Monte Carlo algorithm, binary
operations are performed.

First of all, Principal Component Analysis [1, 15] of the
data contained in DL AS set is performed in order to cluster
DLA data. To clarify the algorithm description let us assume
that only two features are used. Using the data of Figure 2 by
PCA we approximate the shape of the data with the ellipse
depicted in Figure 4. It is worth observing that the major and
minor axis of the ellipse are the first and second components
of the data.

The binary operation starts by a binary version of the
PCA ellipse, which is simply a projection of the PCA ellipse
on a 100 x 100 binary matrix. It is worth noting that here
we make use of binary data for complexity reduction. The
ellipse is filled with ones. This is shown in Figure 5, where
the binary matrix corresponding to Figure 4 is depicted. The
set whose elements are the pixels inside the binary ellipse
is called BE for binary ellipse. Then, a mask is generated
with Morphological Delation using n-dimensional polytope
structuring elements. It is worth noting that we use delation
instead cicles because the shapes are easier to binarize. In
the 2D example we use an octagon. Starting from an oc-
tagon in V,, a rough approximation of the spherical bound-
aries shown in Figure 2 are obtained using the following it-
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Figure 4: Shape of the Data Captured by PCA

0
50{ « ™
100
0 50 100

Figure 5: PCA Shape as a Binary Matrix

eration: mask = mask @ octagon. Let M be the set of
pixels set to one in the mask. Then we estimate the number
of pixels of the intersection between the mask and the binary
ellipse by performing the set operation Len(M N BE). Now
we introduce the threshold y such that the number of pixels
in the intersection between mask and binary ellipse be < y.
A loop is performed such as:

while Len(M NBE)<y then M =M & B (3)

where B is an octagon structuring element. In the upper
panel of Figure 6, a sequence of Masks (the black surface) for
different values if y is reported. The panel at the bottom of
Figure 6 shows the corresponding result of the set operation
M n E. The number of pixels of M N E increases until the
area is greater than the threshold y.

Synthetic falls, finally, are generated as random vectors

X = [Xl ...Xn]T,whereXl = feature,, ..., Xy = feature,,

according to the Gaussian multidimensional probability dis-
tribution N — Gauss reported in (4).

1

_ LT3 TE )
- Qr)n/2|z|1/2

pOx; pu, %) @)
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Figure 6: Portion of the Sequence of Masks for Increasing
Walues of y
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Figure 7: Example of Random Bi-Variate Gaussian Generation

In (4) the mean is estimated as

max(feature,) + min(feature )
7 Y

U=

max(feature 5y) + min(feature ) |
>
so u € R". Morover, in (4) the covariance matrix is an

N X N symmetric matrix. The diagonal elements are the
variances of each feature. It is estimated as follows:

®)

. (max(feature;) — min(feature;)?)
(i, i) = .
4
All the other elements are equal to zero. In Figure 7 we re-
port an example of random generation of features according
to the bi-variate Gaussian distribution.

Finally we evaluate the synthetic fall features as intersec-
tion of the random bi-variate features with the feature Space
and the binary Mask. The synthetic falls features are re-
ported in the example shown in Figure 8 where also the real
fall features are reported for a first comparison.

In Figure 9 we recall that the neural network has input
data derived from the sensors. Then we have three hidden
layers and one exit layer. The dimension of this network
allows to perform the network training using usual back-
propagation.

The key point of our approach is the following. The neu-
ral network is trained with three features, namely Ratio, Base

(6)
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Figure 8: Example of 2D Synthetic Fall Features
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Figure 9: Neural Network Structure Trained with Real DLA
and Synthetic Falls

and Peak1 extracted from ADL and falls. The DAL output of
the network is set to zero during daily living features and the
FALL output is set to one for synthetic falls features. When
a real fall happens, the network should be able to detect it by
looking which output is greater tahn the other.

It is worth recalling that the problem with training such
neural network classifier is, in practice, we have only real
ADL features and it is not easy to have real falls. To solve
this difficulty, we generate features which are classified as
Falls. In other words, we generate features which are points
in the set that is complement to the set of the DAL set.
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6. Metrics for Performance Evaluation

The starting point for measuring the quality of a classifier
is to obtain the rate of false positive (fp), false negative (fn),
true positive (tp) and true negative (tn) from the classifier.
In our case of a falls detector, let us suppose that there is a
fall. If the detector detects it, a tp is measured. If it does
not detect it, we have a fn. For example, on 100 actual fall
events, the detector could have 80 tp and 20 fn. If there has
not been a fall, the detector could say that there was a fall
(fp) or that there was no fall (tn). So on 100 non-fall events,
we could have 80 tn and 20 fp.

In other words:

e TP (true positive): This is a situation in which a fall
occurs and the system correctly detects it.

e FN (false negative): In this situation we have the fall
happens, but the device does not announce it.

e TN (true negative): This is the situation in which a
fall does not occur and the system correctly detects
that there has not been a fall.

e FP (false positive): In this situation the fall does not
happen but the device incorrectly announces that it has
detected a fall.

These measures are also called:
tp — hit fn — correct rejection
fp — false alarm
tn — miss
It is sometimes convenient to measure errors in a more
concise way. The most used measures are:

Ip
tp+fp
This parameter measures the following quantity: the propor-
tion of positive responses that have really fallen.

Precision =

Ip
tp+ fn
This parameter represents the system’s ability to detect a fall
every time it occurs. The algorithm is good if the recall ap-
proaches 1 because in this case there are no false negatives.
In other words, this parameter measures the proportion of
falls that have been correctly identified.

Recall =

7. Experimental Results

First we give a look to the data sets used for experiments.
The first is the MobiAct v2.0 data set [10]. MobiAct contains
data of four different types of falls and nine different daily
living activities from a total of 57 subjects with more than
2500 trials. As well as being used to obtain experimental
results, in this paper MobiAct is used as representative data
set in all the Figures.

The second is UMAFall, which contains data from 17
subjects performing 8 different types of ADL and 3 different
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Figure 10: False Positive and False Negative Obtained with
Real ADL and Falls Data
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Figure 11: True Positive and True Negative Obtained with
Real ADL and Falls Data

types of falls. Sensing point of MobiAct and UMAFall is the
right trouser pocket.

The third data set used for experimental result is the Sis-
Fall [11, 29], selecting data related to the waist sensor point.
It was generated with 38 participants performing repetitions
of 19 ADL and 15 fall types.

We first obtain False Positive, and Negative as well as
True positive and True Negative. All the results reported in
the following are averaged over these data sets. Of course as
usual we try an input signal from the test section of the data
sets and we look if the output is correct or not. These results
are reported in Figure 10 and in Figure 11.

Then we obtain the values of Recall and Precision, re-
ported in Figure 12.

These performances have been compared with the Bourke
algorithm [3], which is three threshold based. To find the
optimum values of the thresholds, we noticed that the most
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Figure 13: Recall and Precision Performances of the Bourke
Algorithm for Various Values of the Third Threshold

important threshold is the third one, so we found its perfor-
mances at various values of the third threshold. The results
are reported in Figure 13 which shows that the values of Re-
call/Precision are quite lower than our algorithm.

8. Final Remarks and Future work

Many fall detection systems are based on thresholds ap-
plied on features derived from inertial sensors. In this paper
we report a novel algorithm which is able to achieve high per-
formance, namely an equal Recall and Precision value more
of 90% and a false error rate in this point less than 8%. The
main feature of this algorithm are that it only requires col-
lecting features in periods of normal daily living and then,
from these features, it estimates features of artificial falls.
The availability of many features which describe normal and
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fall events allow to use Machine Learning approaches which
are very powerful classifiers provided that sufficient amount
of data is given. An important aspects of the described ap-
proach is that we use only one type of inertial sensor, namely
the accelerometer. Future work will be focused on the fusion
of the described results obtained with only an accelerome-
ter with other types of inertial sensors, for example a gyro-
scope or a magnetometer. In this way many other data could
be given to the neural network. The computation complex-
ity is very low because it needs only to compute a trained
neural network, so it can be performed in real time. More-
over, we used only three features. It would be interesting to
see how much the performance increase if other features are
used, hence leading to a feature hyperspace as indicated in
Section 3. Another possible direction of research consists in
making our algorithm compliant with emerging features of
novel big data systems (e.g., [21, 31, 4, 32, 2, 6, 8]).
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